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A CAUCHY - HARISH-CHANDRA INTEGRAL FOR A DUAL PAIR

OVER A P-ADIC FIELD, THE DEFINITION AND A CONJECTURE

HUNG YEAN LOKE AND TOMASZ PRZEBINDA

For a real irreducible dual pair there is an integral kernel operator which maps the
distribution character of an irreducible admissible representation of the group with the
smaller or equal rank to an invariant eigendistribution on the group with the larger or
equal rank.

The purpose of this article is to transfer this construction to the p-adic case. We provide
the precise definition of the integral kernel operator and formulate a conjecture.
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1. Introduction

For a real irreducible dual pair (G,G′) with the rank of G′ less or equal to the rank of
G [Prz00] provides an integral kernel operator Chc which maps the distribution character

ΘΠ′ of an irreducible admissible representation Π′ of G̃′ to an invariant eigendistribution

Θ′
Π′ on the group G̃ with the correct infinitesimal character in the sense of the infinitesimal

character correspondence, see [BP14] and [Prz96]. If the pair is in the stable range
with G′ the smaller member and if the representation is unitary, then Θ′

Π′ = ΘΠ, where
Π is associated to Π′ via Howe’s correspondence, [Prz18]. The same happens if G′ =
Up′,q′ and G = Up,q with p′ + q′ = p + q and Π′ is a discrete series representation,
[Mer21]. The acronym Chc stands for the Cauchy Harish-Chandra integral, because as
explained in [Prz00], the construction gives a direct link from the Cauchy determinantal
identity through Harish-Chandra’s theory of the semisimple orbital integrals to Howe’s
correspondence.

The purpose of this article is to transfer the construction of [Prz00] to the p-adic case.
We provide the precise definition of the integral kernel operator Chc and formulate a
conjecture that roughly Θ′

Π′ = ΘΠ. Since this takes a considerable space, we will leave
reporting on some properties of the new p-adic Chc for future papers.

We are interested in groups that occur as members of dual pairs, as defined in [How79].
Thus we fix a non-archimedean local field F of characteristic 0. A member of a dual
pair of type II is the general linear group G = GLD(V), where D is a finite dimensional
division algebra over F and V is a finite dimensional right D vector space. The Lie
algebra of GLD(V) is EndD(V). A member of a dual pair of type I is the isometry group
G ⊆ GLD(V) of a non-degenerate σ-hermitian or σ-skew-hermitian form (·, ·) on V, where
σ is a possibly trivial involution on D, fixing F pointwise. The Lie algebra g of G is
contained in EndD(V).

2. Cartan subgroups.

Below we shall describe the Cartan subalgebras in g and Cartan subgroups in G. By
definition, a Cartan subalgebra of g is the centralizer of a regular semisimple element,
and a Cartan subgroup of G is the centralizer of a Cartan subalgebra. They occur in
the literature in the cases when D is commutative, see [Mor91] and [Kim99]. The proofs
given there require some knowledge of the theory of algebraic groups. Our arguments
circumvent that theory.

2.1. Semisimple elements. We will say that an element x ∈ EndD(V) is semisimple if
V decomposes into a direct sum of x-irreducible subspaces over D. Then x is semisimple
as an element of EndF(V). Indeed, since the field F is of characteristic zero, x has the
Jordan-Chevalley decomposition, x = xs + xn, where xs is semisimple and xn is nilpotent
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and both are polynomials in x with coefficients in F, see [Jac62, pages 96-98]. Hence
they commute with the action of D. Therefore, xs, xn ∈ EndD(V). On each x-irreducible
component U , xn is nilpotent so Ker xn|U is nonzero. Hence Kerxn|U = U . This implies
that xn = 0. Being semisimple as an element of EndF(V) is equivalent to the minimal
polynomial Px(t) ∈ F[t] being a product of irreducible polynomials, each with multiplicity
1, see [Lan02, Exercise 10, page 662]. In particular the subset of the semisimple elements
is Zariski dense.

2.2. Regular elements. Given a finite dimensional vector space U over a commutative
field F and a linear map L: U → U, there are L-invariant subspaces U0,L and U1,L such
that L restricted to U0,L is nilpotent, L restricted to U1,L is bijective and U = U0,L⊕U1,L.
This is called the Fitting decomposition of U with respect to L, see [Jac62, pages 37-38].
The subspace U0,L is called the Fitting null component of U relative to L.

Let l be the minimal dimension of the Fitting null component of ad x as x varies
through g,

l = min{dimF(g0,ad x) : x ∈ g} .

Following Harish-Chandra, [HC70, page 63], we introduce a polynomial function η : g → F

by
det(t− ad x)g = η(x)tl + . . . terms of higher degree in t (x ∈ g) . (1)

According to Harish-Chandra, x ∈ g is regular if and only if η(x) 6= 0. Thus the subset
of the regular elements is Zariski open, by definition.

2.3. A general linear group.

Lemma 1. Let E be a field extension of F. Suppose v1, v2, . . . , vm ∈ Fn are linearly
independent over F. Then they are also linearly independent over E in En.

Proof. We may write vi as a row vector. Then v1, . . . , vm form an m by n matrix A
over F. Let A′ be its reduced row echelon form over F. It is the same reduced echelon
matrix A′ if we work over E. The rank of the matrix A′ is m since the vectors are F-
linearly independent. This implies that the m is also the dimension of the span of the
vectors over E. �

Lemma 2. Let E be a field extension of F and let X ∈ Mn,n(F). Denote by PF(t) ∈ F[t]
the minimal polynomial of X and by PE(t) ∈ E[t] the minimal polynomial of X viewed as
an element of Mn,n(E). Then PE(t) = PF(t).

Proof. Clearly PE(t) divides PF(t) in E[t]. Let d denote the degree of PE(t). Then the
vectors

I , X , X2 , ... , Xd ∈Mn,n(F)

are linearly dependent over E. Since each of them is in Mn,n(F), Lemma 1 shows that
they are linearly dependent over F. Hence,

degPF(t) ≤ deg PE(t) .

Therefore PE(t) = PF(t). �
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Lemma 3. Any regular element in EndF(V) is semisimple.

Proof. In [Jac62, chapter III, section 1, pages 60-61] Jacobson proves that any regular
element is contained in a Cartan subalgebra, as defined by him, [Jac62, page 57]. In
[Jac62, chapter III, section 3, Theorem 2] he shows that if F is algebraically closed, then
his Cartan subalgebra consists of semisimple elements, as defined in this article. However,
by Lemma 2 the minimal polynomial remains the same after a field extension. Hence, by
[Lan02, Exercise 10, page 662] a regular element in EndF(V) is semisimple. �

As is well known, EndD(V) is a central simple algebra with the center equal to Z(D)
(times the identity), see [Lan02, Theorem 5.5, page 656]. Recall, [Pie82, Theorem, page
236], that for any central simple algebra A, dimZ(A)A = (degA)2, where degA is a positive
integer called the degree of A. In particular,

deg EndD(V) = dimD V · degD .

Lemma 4. Let x ∈ EndD(V) be such that V is x-irreducible over D. Then

dimZ(D) EndD(V)
x ≥ deg EndD(V)

with the equality if and only if

EndD(V)
x = Z(D)[x] .

Furthermore, Z(D)[x] is a field.

Proof. Schur’s Lemma, [Jac80, p.118], implies that EndD(V)
x is a division algebra over

Z(D). Hence, Z(D)[x] ⊆ EndD(V)
x is a subfield, see [Pie82, Lemma b, page 235]. In

particular

dimZ(D) Z(D)[x] ≤ dimZ(D) EndD(V)
x (2)

and Z(D)[x] is a simple algebra over Z(D). Applying the theorem on page 232 in [Pie82]
to the two algebras Z(D)[x] ⊆ EndD(V), we see that Z(D)[x] and EndD(V)

x are mutual
centralizers. In other words, Z(D)[x] is the center of EndD(V)

x. Moreover

dimZ(D) Z(D)[x] · dimZ(D) EndD(V)
x = dimZ(D) EndD(V) = (deg EndD(V))

2. (3)

Using (2), we get the inequality

dimZ(D) EndD(V)
x ≥ deg EndD(V).

If Z(D)[x] = EndD(V)
x, then the above is an equality.

Conversely suppose dimZ(D) EndD(V)
x = deg EndD(V). By (3) we get

dimZ(D) Z(D)[x] = deg EndD(V).

This implies that Z(D)[x] is maximal (equivalently, strictly maximal) subfield of EndD(V).
Thus it is also a maximal subfield of EndD(V)

x. Since Z(D)[x] is the center of EndD(V)
x,

we get Z(D)[x] = EndD(V)
x. �
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Lemma 5. Let x ∈ EndD(V) be semisimple. Then

dimZ(D) EndD(V)
x ≥ deg EndD(V) (4)

with the equality if and only if

V = V1 ⊕ V2 ⊕ . . .⊕ Vn (5)

is the direct sum of x-irreducibles over D with each

EndD(Vj)
x = Z(D)[x|Vj

] (6)

a field, and

EndD(V)
x = EndD(V1)

x ⊕ EndD(V2)
x ⊕ . . .⊕ EndD(Vn)

x . (7)

Proof. Fix a decomposition (5). Then

EndD(V)
x ⊇ EndD(V1)

x ⊕ EndD(V2)
x ⊕ . . .⊕ EndD(Vn)

x (8)

and by Lemma 4,
dimZ(D) EndD(Vj)

x ≥ deg EndD(Vj) (9)

for all j. This implies (4). Conversely equality in (4) implies equalities in (9) and (8).
Hence (6) follows from Lemma 4. �

For a regular semisimple element x ∈ EndD(V), one can show that the decomposition
(5) and (7) hold. Thus the Z(D)-subalgebra generated by the restriction of x to Vj in
EndD(Vj) is a field extension Ej of F and a strictly maximal subfield of EndD(Vj). The
centralizer of x in End(V) is the direct sum

End(V)x = E1 ⊕ E2 ⊕ . . .⊕ En . (10)

This is a Cartan subalgebra of End(V) and the above formula describes all of them up
to conjugation. The centralizer of a Cartan subalgebra in the group GL(V) is called a
Cartan subgroup. In the above terms

GLD(V)
x = E×

1 × E×
2 × . . .× E×

n . (11)

For a Cartan subgroup
H = E×

1 × E×
2 × . . .× E×

n

as above, we define the split part of H as

A = F× × . . .× F×

︸ ︷︷ ︸
n copies

⊆ H .

Then H/A is compact. Indeed, this follows from the lemma below, which we write in
terms of [Wei73, section I.4]. Denote by | · |D the module on D, as in [Wei73, page 4].

Lemma 6. Denote by o′ ⊆ D and o ⊆ F the corresponding rings of integers. Let ̟′ ∈ D

and ̟ ∈ F be prime elements and let e denote the order of ramification of D over F. Then

D× =

e−1∑

j=0

̟′jo′×F× .
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Proof. Since D× = 〈̟′〉o′×, where 〈̟′〉 = {̟′n; n ∈ Z}, see [Wei73, page 32], it suffices
to check that for any n ∈ Z there are k ∈ Z, 0 ≤ j ≤ e− 1 and x ∈ o′× such that

̟′n = ̟′jx̟k .

Equivalently

|̟′(n−j)̟−k)|D = 1 .

Let q′ be the modulus of D. Then

|̟′(n−j)̟−k|D = |̟′(n−j)|D|̟
−k|D = q′j−nq′ek .

Thus we want
n = ek + j ,

which is possible by taking k to be the quotient and j to be the remainder from the
division of n by e. �

For future reference, the Lie algebras of H and A are respectively

h = E1 ⊕ E2 ⊕ . . .⊕ En , a = F⊕ F⊕ . . .⊕ F . (12)

2.4. An isometry group. Let D be a division F-algebra with an involution σ. We have
the inclusions

F ⊆ Z(D)σ ⊆ Z(D) ⊆ D . (13)

According to [How79, page 728], (see also Paul Garrett’s “Algebras with involution”
online, or [Sch85, Theorem 2.2, page 353] for a proof) one of the following three cases
happens.

• D = Z(D) and σ = 1;

• D = Z(D) and σ 6= 1;

• D is a quaternion division algebra over Z(D), and σ is trivial on Z(D).

Let V be a finite dimensional right D-vector space with a non-degenerate D-hermitian or
skew-hermitian form (·, ·). In the third case above, non-degenerate D-hermitian form is
determined by its rank, see [Lew82, page264]. There are four types of non-degenerate
D-skew-hermitian forms, see [Tsu61, Theorem 3]. In any case the form (·, ·) determines
an involution on the algebra EndD(V),

(xu, v) = (u, σ(x)v)) (u, v ∈ V, x ∈ EndD(V)) ,

which coincides with the original involution on D (times the identity acting on the left).
Recall the isometry group

G = {x ∈ EndD(V); xσ(x) = 1} = EndD(V)σ=inv , (14)

where inv(x) = x−1, with the Lie algebra

g = {x ∈ EndD(V); x+ σ(x) = 0} = EndD(V)σ=−1 .

Fix a non-zero semisimple element x ∈ g.
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Lemma 7. Let x ∈ g be a non-zero semisimple element such that V 6= 0 is x-irreducible
over D. Then

dimZ(D)σ g
x ≥

1

2
· dimZ(D)σ Z(D) · deg EndD(V).

Equality holds if and only if

gx = Z(D)[x]σ=−1 .

Furthermore, if equality holds, then Z(D)[x] is a field.

Proof. Since σ(x) = −x, both Z(D)[x] and EndD(V)
x are σ-invariant. Since Ker(x) = 0,

multiplication by x is an Z(D)σ-linear isomorphism between EndD(V)
x
σ=−1 and EndD(V)

x
σ=1

and similarly between Z(D)[x]σ=−1 and Z(D)[x]σ=1. Hence

dimZ(D)σ Z(D)[x]σ=−1 =
1

2
dimZ(D)σ Z(D)[x]

and

dimZ(D)σ EndD(V)
x
σ=−1 =

1

2
dimZ(D)σ EndD(V)

x =
1

2
dimZ(D)σ Z(D) · dimZ(D) EndD(V)

x .

By Lemma 4

dimZ(D) EndD(V)
x ≥ deg EndD(V). (15)

Since gx = EndD(V)
x
σ=−1, this gives the inequality in the lemma. Equality in the lemma

holds if and only if (15) is an equality. By Lemma 4 again this happens if and only if

EndD(V)
x = Z(D)[x].

In addition Z(D)[x] is a field. By the above computation, this is equivalent to

gx = EndD(V)
x
σ=−1 = Z(D)[x]σ=−1 ,

�

Lemma 8. Let x ∈ g be semisimple as an element of EndD(V). Then there is a direct
sum decomposition

V =
⊕

j∈J

(Vj ⊕ Vj′) ⊕
⊕

l∈L

Vl ⊕ V0 , (16)

where 0 /∈ J ∪ L,

(i) each subspace Vj, Vj′, Vl is x-irreducible over D,
(ii) the restrictions of the form (·, ·) to Vj and to Vj′ are zero, but the restriction to

Vj ⊕ Vj′ is non-degenerate,
(iii) the restriction to each Vl is non-degenerate and
(iv) the spaces Vj ⊕ Vj′, Vl, V0 are mutually orthogonal.
(v) The space V0 6= 0 if and only if D is commutative, the involution σ is trivial, the form

(·, ·) is symmetric and the dimension of V over D is odd. In this case dimD V0 = 1
and x|V0 = 0.
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Proof. We pick a decomposition of V into x-irreducibles, group together resulting isotropic
subspaces which are paired via the form, and index them by a set J . The remaining
subspaces have the property that the restriction of the form to any of them is non-
degenerate. They are indexed by a set L, and eventually 0. �

Lemma 9. Let x ∈ g be semisimple as an element of EndD(V). Then, in terms of (16),

dimZ(D)σ g
x ≥

1

2
· dimZ(D)σ Z(D) · (deg EndD(V)− dimD V0) . (17)

The equality occurs if and only if, in terms of (16),

gx =
⊕

j∈J

Z(D)[x|Vj+Vj′
]σ=−1 ⊕

⊕

l∈L

Z(D)[x|Vl
]σ=−1 . (18)

Each Z(D)[x|Vj+Vj′
] and each Z(D)[x|Vl

] is a field extension of Z(D)σ. Furthermore, each

Z(D)[x|Vj+Vj′
]σ=−1 is isomorphic to Z(D)σ[x|Vj

] by restriction to Vj.

Proof. Recall that deg EndD(V) = dimD V. Since

gx = g(V)x ⊇
⊕

j∈J

g(Vj ⊕ Vj′)
x ⊕

⊕

l∈L

g(Vl)
x

and

g(Vj ⊕ Vj′)
x ⊇ EndD(Vj)

x

by restriction to Vj the claim follows from Lemmas 4 and 7. (The fraction 1
2
in (17) is

necessary because we are dealing with the space Vj ⊕ Vj′.) �

The centralizer of a Cartan subalgebra in the group G is called a Cartan subgroup H.
In the above terms

H = Gx =
∏

j∈J

Z(D)[x|Vj+Vj′
]×σ=inv ×

∏

l∈L

Z(D)[x|Vl
]×σ=inv . (19)

Set

X =
∑

j∈J

Vj , Y =
∑

j∈J

V
′
j , V

ell =
∑

l∈L

Vl .

Then we have a direct sum decomposition preserved by H,

V = X⊕ V
ell ⊕ Y , (20)

such that X, Y are complementary isotropic subspaces, Vell ⊆ V is the orthogonal com-
plement of X + Y and H|Vell is a compact Cartan subgroup in the isometry group of the
restriction of the form (·, ·) to V

ell. In particular, H does not preserve any isotropic sub-
space of Vell. Also, H|X ⊆ GL(X) is a Cartan subgroup which determines H|X+Y via the
fact that Y may be viewed as the linear dual of X. We shall refer to the split part of
H|X+Y as to the split part of H and denote it by A. Then H/A is compact.
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2.5. The Weyl Harish-Chandra integration formula. One important conclusion
from the description of Cartan subgroups in sections 2.3 and 2.4 is that the number of
conjugacy classes of them is finite. This is stated without any proof or reference in [HC70,
page 87]. For semisimple groups, a proof is given in [Mor88, Sect. 4.2]. We will provide
a proof below for GLn(F) and for certain classical groups.

Suppose G = GLn(F). Since the number of isomorphic classes of unramified extensions
of F of a fixed degree n is finite, [Mil20, Proposition 7.50], and the number of totally rami-
fied extensions is also finite, [Ser78], the number of conjugacy classes of Cartan subgroups
in GLn(F) is finite. A complete argument is in [Kra66].

Next we suppose D is a commutative field and G is the isometry group on the vector
space V over D as defined in (14). In particular G = GL(V)σ=inv. We could show that the
number of conjugacy classes of Cartan subgroups is finite in the following way: Let T be a
Cartan subgroup in G. Then C = ZGL(V)(T) is a Cartan subgroup of GL(V). In particular
C =

∏
E×

i where Ei is a field extension of D. Moreover T = Cσ=inv. This shows that
up to isomorphism over F, there are only finitely many Cartan subgroups in G. Suppose
T′ be another Cartan which is isomorphic to T. Then C ′ = ZGL(V)(T

′) is isomorphic to
C. We could define Hermitian forms on C and C ′. By adjusting the Hermitian forms
we have V ≃ C ≃ C ′ as hermitian spaces. By Witt’s theorem there exists g ∈ G such
that gCg−1 = C ′. By taking σ invariants, we get gTg−1 = T′. This proves that there are
finitely many conjugacy classes of Cartan subgroups in G.

The set of the x in g where η(x) 6= 0 is Zariski dense. Since g is Zariski connected,
the complement is Zariski closed. Hence, by [Mar91, (2.5.3) Proposition (i)], it does not
contain any non-empty subset which is open in the p-adic topology. Therefore the set of
the regular semisimple elements is dense in the p-adic topology in g. Hence the union of
the conjugacy classes passing through the Cartan subalgebras of g is dense in g.

Recall the Weyl - Harish-Chandra integration formula on the Lie algebra g,∫

g

ψ(x) dx =
∑

H

1

|W (H)|

∫

hreg
|η(x)|

∫

G/H

ψ(xg) d(gH) dx (ψ ∈ S(g)) . (21)

Here the summation is over a maximal family of mutually non-conjugate Cartan subgroups
H ⊆ G, W (H) is the Weyl group equal to the quotient of the normalizer of H in G by H,
dx = d(gH) dx, xg = gxg−1 see [HC70, pages 86-88].

Let G0 ⊆ G denote the Zariski identity component and let Z ⊆ G denote the center
of G. The Cayley transform x 7→ (1 + x)(1 − x)−1 is a birational isomorphism between
the Lie algebra g and the group G0. Hence the set of the regular semisimple elements
in G0 is Zariski open. If G0 is Zariski connected then this set is also dense. Hence, by
[Mar91, (2.5.3) Proposition (i)], it is dense in the p-adic topology. Therefore the union of
the all conjugacy classes of Cartan subgroups is dense in ZG0. (The Cayley transform is
not necessary if G is a general linear group.) Thus we have the Weyl - Harish-Chandra
integration formula on the group ZG0,∫

G

Ψ(x) dx =
∑

H

1

|W (H)|

∫

Hreg

|D(x)|

∫

G/H

Ψ(xg) d(gH) dx (Ψ ∈ Cc(ZG
0)) . (22)
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Here D(x) is the coefficient of tl in the polynomial (cf. (1))

det(t + 1−Ad(x))

in the indeterminate t. From the classification of dual pairs we know that ZG0 = G unless
G is an even orthogonal group.

2.6. Some geometry of moment maps for dual pairs of type II. Let V be a finite
dimensional right D-vector space. For x ∈ EndD(V) let tr(x) be the trace of x viewed as
an element of EndF(V). Then

tr ∈ HomF(EndD(V),F) (23)

and in terms of [Wei73, page 53],

trEndF(V)/F(x) = dimD(V) · tr(x) (x ∈ EndD(V)) . (24)

Since the trace of the identity map is not zero, we see that tr 6= 0. (Here we need the
assumption that the characteristic of F is zero.) For x, y ∈ EndD(V), define t(x)(y) =
tr(xy) ∈ F. This gives a nonzero map

EndD(V) → HomF(EndD(V),F) , x 7→ t(x)(−). (25)

The kernel is a two-sided ideal. The algebra EndD(V) is simple so this ideal is zero. Thus
(25) is an injection. It is a linear bijection by dimension count.

Let V′ be another finite dimensional right D-vector space. We define a map

T : HomD(V,V
′) → HomF(HomD(V

′,V),F) (26)

by
T (y)(x) = tr(xy)

where y ∈ HomD(V,V
′) and x ∈ HomD(V

′,V). Since HomD(V
′,V) is a simple EndD(V) ×

EndD(V
′)-module, ker T = 0. Let

W = HomD(V
′,V)⊕ HomD(V,V

′) . (27)

The fact that ker T = 0 implies that

〈w,w′〉 = tr(xy′)− tr(x′y) (w = (x, y), w = (x′, y′) ∈ W) (28)

defines a non-degenerate symplectic form on W.
For any F-subspace e ⊆ sp(W), we set e∗ = Hom(e,F). We recall the unnormalized

moment map

τe∗ : W → e∗ , (29)

τe∗(w)(e) = 〈e(w), w〉 (e ∈ e, w ∈ W) .

Let g = EndD(V) and let g′ = EndD(V
′). Define

τg : W → g , τg′ : W → g′ , (30)

τg(x, y) = xy , τg′(x, y) = yx (x ∈ HomD(V
′,V), y ∈ HomD(V,V

′)) .

Then under the identification (25) we have

τg∗ = 2τg , τg′∗ = 2τg′ . (31)
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The groups G = GLD(V) and G′ = GLD(V
′) act on W by pre-multiplication and post-

multiplication by the inverse. These actions preserve the symplectic form. The moment
maps (31) intertwine these actions with the corresponding co-adjoint and adjoint actions.

Let H′ ⊆ G′ = GLD(V
′) be a Cartan subgroup with the F-split component A′ ⊆ H′. Let

V
′ = V

′
1 ⊕ V

′
2 ⊕ . . . (32)

be the decomposition of V′ into A′-isotypic components. Then the symplectic space de-
composes into a direct sum of mutually orthogonal subspaces:

W = W1 ⊕W2 ⊕ . . . , (33)

where Wj = HomD(V
′
j ,V)⊕ HomD(V,V

′
j).

Let A′′ ⊆ Sp(W) denote the centralizer of A′. Then A′′ preserves the decomposition (33)
and the restrictions to each maximal isotropic subspace HomD(V

′
j ,V) yield the following

isomorphisms:

a′′ = EndF(HomD(V
′
1,V))⊕ EndF(HomD(V

′
2,V))⊕ . . . (34)

A′′ = GLF(HomD(V
′
1,V))×GLF(HomD(V

′
2,V))× . . . .

Thus the centralizer A′′′ of A′′ in Sp(W) is equal to A′ and, as a reductive dual pair,
(A′′,A′′′) = (A′′,A′) is isomorphic to

(GLn1(F),GL1(F))× (GLn2(F),GL1(F))× . . . , (35)

where nj = dimF HomD(V
′
j ,V).

Let h′ be the Lie algebra of H′. We see from (11) that H′ ⊆ h′ and from (12) that
h′ ⊆ EndD(V

′) is also an associative subalgebra over Z(D). Denote by h′
reg ⊆ h′ and by

H′reg ⊆ H′ the subsets of the regular elements.

Lemma 10. Let x′ ∈ h′
reg or x′ ∈ H′reg. Then the elements 1, x′, x′2, x′3, ... span the

associative algebra h′ over Z(D).

Proof. This is immediate from (10). �

We shall identify the tangent bundle Ta′′ with a′′ × a′′ and the cotangent bundle T ∗a′′

with a′′ × a′′∗ as usual. Given x′ ∈ h′ there is an embedding

ιg,x′ : g ∋ x→ x+ x′ ∈ a′′ . (36)

The conormal bundle to this embedding is equal to

Nι
g,x′

= {(x+ x′, ξ); x ∈ g , ξ ∈ a′′∗ , ξ|g = 0} (37)

Similarly, given h′ ∈ H′ there is an embedding

ιG,h′ : G ∋ g → gh′ ∈ A′′ . (38)

The conormal bundle to this embedding is equal to

NιG,h′
= {(gh′, ξ); g ∈ G , ξ ∈ a′′∗ , ξ|g = 0} (39)
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Lemma 11. Let

Sa′′ = {(x, τa′′∗(w)) ∈ a′′ × (a′′∗ \ {0}); x(w) = 0 , w ∈ W} , (40)

SA′′ = {(g, τa′′∗(w)) ∈ A′′ × (a′′∗ \ {0}); g(w) = −w , w ∈ W} .

Fix an element x′ ∈ h′
reg and h′ ∈ H′reg. Then Sa′′ ∩Nι

g,x′
= ∅ and SA′′ ∩NιG,h′

= ∅.

Proof. Suppose (x + x′, τa′′∗(w)) ∈ Nι
g,x′

. Then the restriction τa′′∗(w))|g = 0. By the

definition (29), τa′′∗(w))|g = τg∗(w). In terms of the decomposition (33)

w = (w1, w2, . . .) , wj = (xj, yj) , xj ∈ Hom(V′
j ,V) , yj ∈ Hom(V,V′

j)

and in terms of the decomposition (27)

w = (x̃, ỹ) , x̃ = (x1, x2, . . .) , ỹ = (y1, y2, . . .) .

Hence, by (31),

0 = τg∗(w)(z) = 2 tr(z
∑

j

xjyj)

for all z ∈ g = gl(V)). This gives

x1y1 + x2y2 + x3y3 + . . . = 0 . (41)

We also have the condition
(x+ x′)w = 0 , (42)

which means that for all j
xxj = xjx

′ , yjx = x′yj . (43)

Multiplying xk from the left to (41) and using (43) gives

x1x
′ky1 + x2x

′ky2 + . . . = 0 (k = 0, 1, 2, . . .) . (44)

Hence, Lemma 10 implies that

x1z
′y1 + x2z

′y2 + . . . = 0 (z′ ∈ h′) .

Therefore
xjyj = 0 (45)

for all j, which, by (34) and (31), means that τa′′∗(w) = 0. Hence, Sa′′ ∩Nι
g,x′

= ∅.
In order to prove SA′′ ∩ NιG,x′

= ∅, we consider an element (gh′, τa′′∗(w)) ∈ NιG,h′
and

replace (42) by
gh′(w) = −w , (46)

which means that for all j

gxj = −xjh
′ , yjg = −h′yj . (47)

Multiplying gk from the left to (46) and using (47) gives

x1h
′ky1 + x2h

′ky2 + . . . = 0 (k = 0, 1, 2, . . .) .

Lemma 10 implies (43) and therefore (45) for all j, which means that τa′′∗(w) = 0. Hence,
SA′′ ∩NιG,x′

= ∅. �
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2.7. Some geometry of moment maps for dual pairs of type I. Let σ be an
involution on the division F-algebra D fixing F pointwise. Let V and V

′ be two finite
dimensional right D-vector spaces with non-degenerate forms (·, ·) and (·, ·)′ respectively,
one σ-hermitian and the other one σ-skew-hermitian. Denote by G ⊆ EndD(V) and G′ ⊆
EndD(V

′) the corresponding isometry groups and, by g ⊆ EndD(V) and g′ ⊆ EndD(V
′)

their Lie algebras, respectively.
Define a map

HomD(V
′,V) ∋ w → w∗ ∈ HomD(V,V

′) , (48)

(w(v′), v) = (v′, w∗(v))′ (v ∈ V, v′ ∈ V
′) .

Set W = HomD(V
′,V).

The formula

〈w′, w〉 = tr(w′w∗) (w,w′ ∈ W) (49)

defines a non-degenerate symplectic form on the F-vector space W. Define

τg : W → g , τg′ : W → g′ , (50)

τg(w) = ww∗ , τg′(w) = w∗w (w ∈ W) .

Since the F-valued bilinear form

D× D ∋ (a, b) → trD/F(ab) ∈ F

is non-degenerate, the F-valued bilinear form

trD/F ◦(·, ·) (51)

equal to the composition of trD/F with the form (·, ·) on V is non-degenerate. From the
classification of the division algebras with involution, [Sch85, Theorem 2.2, page 353], and
from the assumption that F ⊆ Z(D)σ we see that

trD/F(a) = trD/F(σ(a)) (a ∈ D) . (52)

Since tr may be computed in terms of a basis and a dual basis of F viewed as a vector
space over F, (52) implies

tr(x) = tr(σ(x)) (x ∈ EndD(V)) . (53)

This in turn implies that the two subspaces

EndD(V)σ=1 and EndD(V)σ=−1

are orthogonal in EndD(V) with respect to the pairing

EndD(V)× EndD(V) ∋ (x, y) → tr(xy) ∈ F .

Since g = EndD(V)σ=−1 the identification (25) restricts to identification g = g∗ and
similarly g′ = g′∗. Recall the moment map (29). In these terms we have

τg∗ = τg , τg′∗ = τg′ . (54)
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Let H′ ⊆ G′ be a Cartan subgroup with the split component A′ ⊆ H′. Recall the decom-
position (20)

V
′ = X

′ ⊕ V
′ell ⊕ Y

′ .

Let
X
′ = X

′
1 ⊕ X

′
2 ⊕ . . . , Y

′ = Y
′
1 ⊕ Y

′
2 ⊕ . . . , (55)

be the decompositions into A′-isotypic components so that Y′
j is dual to X

′
j via the sym-

plectic form 〈·, ·〉. Also let

W
split = Hom(X′ ⊕ Y

′,V) , W
ell = Hom(V′ell,V) .

Let
Wj = Hom(X′

j ⊕ Y
′
j ,V) = Hom(X′

j ,V)⊕Hom(Y′
j ,V) .

We have
W

split = Hom(X′,V)⊕ Hom(Y′,V) =
⊕

j

Wj.

The symplectic space W decomposes into a direct sum of mutually orthogonal subspaces:

W = W
ell ⊕W

split = W
ell ⊕

(
⊕

j

Wj

)
. (56)

Furthermore,
W

split = Hom(X′,V)⊕Hom(Y′,V) (57)

is a complete polarization. The group A′′ preserves the decomposition (56) and the obvious
restrictions yield the following isomorphisms:

a′′ = sp(Well)⊕ EndF(Hom(X′
1,V))⊕ EndF(Hom(X′

2,V))⊕ (58)

A′′ = Sp(Well)×GLF(Hom(X′
1,V))×GLF(Hom(X′

2,V))× . . . .

Thus A′′′ = A′ and, as a reductive dual pair, (A′′,A′′′) = (A′′,A′) is isomorphic to

(Sp2n0
(F),O1(F))× (GLn1(F),GL1(F))× (GLn2(F),GL1(F))× . . . , (59)

where 2n0 = dimFW
ell and for 1 ≤ j, nj = dimFHom(V′

j ,V)).

Lemma 12. Let h′ be the Lie algebra of H′ and let x′ ∈ h′
reg or x′ ∈ H′reg. Then, in terms

of (20) for the space V
′, the restrictions of the elements 1, x′, x′2, x′3,... to X

′⊕V
′ell span

End(X′ ⊕ V
′ell)x

′
over Z(D).

Proof. This is immediate from (18) or (19) respectively. �

We shall identify the cotangent bundle T ∗a′′ with a′′×a′′∗ and T ∗A′′ with A′′×a′′∗ and
use the notation developed just before Lemma 11.

Lemma 13. Let

Sa′′ = {(x, τa′′∗(w)) ∈ a′′ × (a′′∗ \ {0}); x(w) = 0 , w ∈ W} , (60)

SA′′ = {(g, τa′′∗(w)) ∈ A′′ × (a′′∗ \ {0}); g(w) = −w , w ∈ W} .

Fix an element x′ ∈ h′
reg and h′ ∈ H′reg. Then Sa′′ ∩Nι

g,x′
= ∅ and SA′′ ∩NιG,h′

= ∅.
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Proof. Suppose (x + x′, τa′′∗(w)) ∈ Nι
g,x′

. Then the restriction τa′′∗(w)|g = 0. By the

definition (29), τa′′∗(w))|g = τg∗(w). In terms of the decomposition (56)

w = (w0, w1, w2, . . .) , w0 ∈ W
ell , wj = (xj , yj) , xj ∈ Hom(V′

j ,V) , yj ∈ Hom(V,V′
j) ,

where j ≥ 1. Hence, by (54),

0 = τg∗(w)(z) = tr(z(w0w
∗
0 + 2x1y

∗
1 + 2x2y

∗
2 + . . .)) (z ∈ g) .

Hence,

w0w
∗
0 + 2x1y

∗
1 + 2x2y

∗
2 + . . . = 0 . (61)

We also have the condition

(x+ x′)w = 0 ,

which means that for all j

xw0 = w0x
′ , xxj = xjx

′ , yjx = x′yj , j ≥ 1 . (62)

Multiplying x′k from the left to (41) and using (43) gives

w0x
′kw∗

0 + 2x1x
′ky1 + 2x2x

′ky2 + . . . = 0 (k = 0, 1, 2, . . . . (63)

Hence, Lemma 12 implies that

w0z
′w∗

0 + 2x1z
′y∗1 + 2x2z

′y∗2 + . . . = 0 (z′ ∈ End(X′ ⊕ V
′ell)x

′

) .

Therefore

w0w
∗
0 = 0 , xjy

∗
j = 0 , j ≥ 1 , (64)

which, by (58) and (54), means that τa′′∗(w) = 0. Hence, Sa′′∩Nι
g,x′

= ∅. The modification

of the above argument to show that SA′′ ∩NιG,x′
= ∅ is similar to that used in the proof

of Lemma 11. �

3. The distributions chcx′ ∈ S∗(g) for x′ ∈ h′
reg
.

3.1. The minimal nilpotent Sp(W)-orbital integral in sp(W). Let W be a fi-
nite dimensional vector space over F with a non-degenerate symplectic form 〈·, ·〉. Let
Sp(W) ⊆ End(W) denote the corresponding symplectic group, with the Lie algebra
sp(W) ⊆ End(W). Fix a lattice L ⊆ W. We shall assume that L is self-dual with
respect to the symplectic form in the sense that

(〈w,w′〉 ∈ oF for all w′ ∈ L) ⇐⇒ w ∈ L . (65)

We normalize the Haar measure dµW(w) = dw on W so that the volume of L is 1. (Note
that L is open compact.) This determines a normalization of the Haar measure µU on
any subspace U ⊆ W, so that µU(U ∩ L) = 1.

Recalling [Wei73, page 189], we let End(W,L) be the set of endomorphisms in End(W)
preserving L. The set End(W,L) is a lattice in End(W). We shall use this lattice to
normalize the Haar measures on the subspaces of End(W) as above, in particular on
sp(W).



16 HUNG YEAN LOKE AND TOMASZ PRZEBINDA

Fix a unitary character χ of the additive group F whose kernel kerχ = oF. We recall
the notion of the wave front set (see Appendix A). We define

chc(ψ) =

∫

W

∫

sp(W)

χ(〈xw,w〉)ψ(x) dx dw (66)

for ψ ∈ S(sp(W).

Theorem 14. (i) Each consecutive integral in (66) converges absolutely and it defines
a distribution chc ∈ S∗(sp(W)).

(ii) We have

chc(ψ) =

∫

sp(W)

γWeil(x)| det(x)|
− 1

2
F ψ(x) dx (ψ ∈ S(sp(W)) , (67)

where γWeil(x) is the Weil factor of the quadratic form 〈xw,w〉, [Wei64, Corollary
2, page 162], | · |F is the module on F, [Wei73, page 3] and the integral is absolutely
convergent. In particular γWeil(x)

8 = 1.
(iii) The subset

τsp∗(W)(W \ {0}) ⊆ sp∗(W) , (68)

is a minimal nilpotent coadjoint orbit. The distribution chc defined in (66) is a
Fourier transform of a positive invariant measure on this nilpotent orbit. Further-
more,

WF(chc) = {(x, τsp∗(W)(w)); τsp∗(W)(w) 6= 0 , x(w) = 0} . (69)

Proof. Let NL(w) = infa∈F×, aw∈L |a|
−1
F be the norm associated to the lattice L, [Wei73,

page 28], and let w1, w2, ..., w2n be an NL-orthonormal basis of W, in the sense that
W = Fw1 ⊕ Fw2 ⊕ . . .⊕ Fw2n,

1 and 1 = NL(w1) = NL(w2) = . . . NL(w2n). By taking the
coordinates with respect to this basis we get an F-linear isomorphism

W ∋ w = u1w1 + u2w2 + . . . u2nw2n → u = (u1, u2, . . . , u2n) ∈M1,2n(F)

which transports the measure dw to du = du1du2 . . . du2n, where each duj is normalized
so that the mass of oF is 1. Also, for each x ∈ sp(W), the bilinear form 〈x·, ·〉 is symmetric
on W. We define a symplectic form 〈·, ·〉 on M1,2n(F) such that 〈ei, ej〉 = 〈wi, wj〉. Hence,
we have an F-linear bijection

sp(W) ∋ x→ S(x) ∈ SM2n(F) , S(x)i,j = 〈xei, ej〉 ,

which transports the normalized measure dx on sp(W) to a measure dC on the space of
the symmetric matrices SM2n(F). Define the Fourier transform on this space by

f̂(D) =

∫

SM2n(F)

χ(−trace(DC))f(C) dC (f ∈ S(SM2n(F)) , D ∈ SM2n(F))

1We may assume that for i ≤ j, we have 〈wi, wj〉 = δi+n,j .
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where trace(·) stands for the trace of a matrix. Notice that for u, u′ ∈ M1,2n(F) the
equality utu = u′tu′ happens if and only if u′ = ±u. Hence we may define a measure ν on
SM2n(F) by

ν(f) =

∫

M1,2n(F)

f(−utu) du (f ∈ S(SM2n(F)) ,

where the integral is absolutely convergent. Furthermore

ν̂(f) = ν(f̂) =

∫

M1,2n(F)

∫

SM2n(F)

χ(uCut)f(C) dC du (f ∈ S(SM2n(F))

because uCut = trace(utuC). The above becomes (66) if we set

chc(ψ) = ν̂(ψ ◦ S−1) (ψ ∈ S(sp(W)) . (70)

For x ∈ sp(W) and w ∈ W, let [Xi,j] be the matrix of x with respect to the ordered basis
{e1, e2, ...} of W,

xej =
∑

i

Xi,jei ,

and let (u1, u2, . . . , u2n) be the coordinates of w as before, w =
∑

i uiwi. Set

Yi,j =
∑

l

〈ej , el〉uiul .

Then it is easy to check that the formula

yej =
∑

i

Yi,jei

defines an element y ∈ sp(W). Furthermore,
∑

j

Yi,jYj,k =
∑

j,l,l′

〈ej, el〉uiul〈ek, el′〉ujul′ =
∑

j

〈ej, w〉ui〈ek, w〉uj = 〈w,w〉ui〈ek, w〉 = 0 .

Therefore y2 = 0 in EndF(W). Since W \ {0} is a single Sp(W)-orbit, τsp(W)(W \ {0}) is
a single nilpotent coadjoint orbit. Its dimension is equal to the dimension of W, hence is
minimal possible, see [CM93]. Thus chc is the Fourier transform of a minimal nilpotent
orbit.

The absolute convergence in (i) follows from [DPS99, Theorem 4.4]. The explicit for-
mula for the integral (67) follows from [Wei64, Theorem 2, page 161]. More precisely, for
an invertible x ∈ sp(W), the function

W ∋ w → χ(〈xw,w〉) ∈ C

is called a character of the second degree in [Wei64]. He computes the Fourier transform
of it, which is the function

W ∋ w′ → γWeil(x)| det(x)|
− 1

2
F χ(〈−x−1w′, w′〉) ∈ C .

By evaluating the Fourier transform at w′ = 0 we see that∫

W

χ(〈xw,w〉) dw = γWeil(x)| det(x)|
− 1

2
F .
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By Theorem A.12, the wave front set of ν at 0 is equal to suppν̂. As we have can see from
(70) and (67), this coincides with the whole space SM2n(F).

From now on we consider C ∈ supp ν \{0}. The measure ν is invariant under the action

SM2n(F) ∋ C → gCgt ∈ SM2n(F) (g ∈ SL2n(F)).

Since supp ν\{0} is a single orbit under this action, Theorem A.20 applied to the subman-
ifold supp ν \{0} ⊆ SM2n(F), implies that (C,D) ∈ WF (ν) if and only if D is orthogonal
to the tangent space to supp ν \ {0} at C. This means that for any X ∈ sl2n(F)

0 = tr(D(XC + CX t)) = 2 tr(CDX) .

Hence CD is a constant multiple of the identity. However C is of rank 1 and it is not
invertible. Thus CD = 0. Equivalently 0 = (CD)t = DC. Hence

WF (ν) = {(C,D) ∈ suppν × SMm(F); DC = 0} (71)

Since ν is homogeneous, (71) together with Theorem A.12 imply (69). �

3.2. The minimal GL(X)×GL(X)-orbital integral in End(X). Fix a complete polar-
ization W = X⊕ Y. The group F× acts on W by

a(x+ y) = xa + ya−1 (a ∈ F× , x ∈ X , y ∈ Y) (72)

preserving the symplectic form 〈·, ·〉. The centralizer of this action in Sp(W) preserves X
and Y and is isomorphic to GL(X), by restriction. The group F× acts on

WF× = (X \ {0})⊕ (Y \ {0})

without fixed points. Define a positive measure d(F×w) on the orbit space F×\WF× by
∫

W
F×

φ(w) dw =

∫

F×\W
F×

∫

F×

φ(a(w))
da

|a|
d(F×w) (φ ∈ S(W)) . (73)

The group GL(X)×GL(X) acts on End(X) by

(g, h) · x = gxh−1

for (g, h) ∈ GL(X)×GL(X) and x ∈ End(X). This gives the corresponding left and right
action on the function space

L⊗R(g, h)ψ(x) = ψ(g−1xh) (g, h ∈ GL(V), x ∈ End(X), ψ ∈ S(End(X)) .

Let n = dimF X. For each integer 0 ≤ k ≤ n, let Ok be the set of endomorphisms in
End(X) of rank k. The set Ok is a single GL(X) × GL(X)-orbit and up to a constant
multiple there is a unique positive measure µOk

supported on Ok such that

µOk
(L⊗R(g, h)ψ) = | det(g)|k| det(h)|−kµOk

(ψ) (ψ ∈ Cc(Ok)) . (74)

Theorem 15. (i) For k = 1 and k = n− 1, the measure µOk
extends by zero to define a

distribution µOk
∈ S∗(End(X)). This extension satisfies the transformation property (74)

for ψ ∈ S(End(X)).
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(ii) For ψ ∈ S(End(X)), we have the following formula

µOn−1(ψ) = µ̂O1(ψ) =

∫

F×\W
F×

∫

End(X)

χ(〈xw,w〉)ψ(x) dx d(F×w) (75)

where each consecutive integral is absolutely convergent. The right hand side defines a
distribution S∗(End(X)).

By Part (ii) of the above theorem, we define

chc(ψ) =

∫

F×\W
F×

∫

End(X)

χ(〈xw,w〉)ψ(x) dx d(F×w) (ψ ∈ S(End(X))). (76)

It is a distribution in S∗(End(X)).

Theorem 16. We have

WF(chc) = {(x, τEnd(X)∗(w)); τEnd(X)∗(w) 6= 0 , x(w) = 0} .

Remark 1. The set where the derivative (i.e. the gradients) of det : End(V) → F is nonzero
is equal to the subset where all of the minors of size n − 1 are non-zero. This is the set
of elements of rank at most n− 2, i.e. On−2 ∪ On−3 ∪ . . . ∪ O0. Hence the set where the
derivative is non-zero is equal to End(X)rk≥n−1 = On ∪ On−1. On this subset there is a
well defined pullback det∗ δ0 = δ0 ◦ det. Explicitly, if φj ∈ Cc(F), φj ≥ 0,

∫
φj(x) dx = 1

and the support of φj shrinks to zero if j → ∞, then

det∗ δ0(ψ) = lim
j→∞

∫

End(X)

φj(det(x))ψ(x) dx (ψ ∈ Cc(End(X)rk≥n−1)) .

This follows from Corollary A.18 and Theorem A.19. Since this distribution satisfies (74)
for k = n−1, it is convenient to think of chc as of a positive multiple of δ0 ◦det = det∗0 δ0:

chc(x) = c0δ0(det(x)) (x ∈ End(X)) . (77)

Proof of Theorem 15. For x = (x1, . . . , xn) ∈ Fn let

|x| = max{|x1|, . . . , |xn|} .

The unit sphere Sn−1 = {x ∈ Fn; |x| = 1} may be thought of as a unit cube with
decomposition into a disjoint union of facets

Sn−1
i1i2...ik

= {x ∈ Fn; |xi1 | = |xi2 | = . . . = |xik | = 1 , |xj | < 1 , j /∈ {i1, i2, . . . , ik}} ,

which are open subsets of Fn:

Sn−1 =

n⋃

k=1

⋃

1≤i1<i2<...<ik≤n

Sn−1
i1i2...ik

.

Set

o×F \S
n−1
i1i2...ik

= {x ∈ Fn; xi1 = 1 , |xi2 | = . . . = |xik | = 1 , |xj | < 1 , j /∈ {i1, i2, . . . , ik}}
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and

o×F \S
n−1 =

n⋃

k=1

⋃

1≤i1<i2<...<ik≤n

o×F \S
n−1
i1i2...ik

.

Then the map

o×F × (o×F \S
n−1) ∋ (a, x) → ax ∈ Sn−1

is bijective and
∫

Sn−1

φ(x) dx =

∫

o
×
F
\Sn−1

∫

o
×
F

φ(ax) da dx (φ ∈ C(Sn−1)) .

Hence, we have the following formula for the “integration in spherical coordinates”,
∫

Fn

φ(x) dx =

∫

o
×
F
\Sn−1

∫

F×

φ(ax)|a|n
da

|a|
dx (φ ∈ S(Fn)) .

Therefore,
∫

Fn

∫

Fn

φ(x, y) dx dy =

∫

Fn

∫

o
×
F
\Sn−1

∫

F×

φ(ax, y) |a|n
da

|a|
dx dy

=

∫

Fn

∫

o
×
F
\Sn−1

∫

F×

φ(ax, a−1y)
da

|a|
dx dy (Substitute y by a−1y)

=

∫

o
×
F
\Sn−1

∫

Fn

(∫

F×

φ(ax, a−1y)
da

|a|

)
dy dx . (78)

Define a measure µ1 on gln(F) by

µ1(ψ) =

∫

o×
F
\Sn−1

∫

Fn

ψ(xty) dy dx (ψ ∈ S(gln(F))) . (79)

We shall compute the Fourier transform µ̂1 of the measure µ1. We have assumed in
Section 3.1 that the kernel of the character χ is equal to oF and that the volume of oF
is 1. The Fourier transform of the Haar measure on F is the Dirac delta function at the
origin:

φ(0) =

∫

F

∫

F

χ(−xy)φ(x) dx dy (φ ∈ S(F)) .

Let K = GLn(oF). This is a maximal compact subgroup of GLn(F). (In fact the unique
maximal compact subgroup up to conjugation, see [Ser06, Appendix 1, Theorem 2, page
122].) Let

e1 = (1, 0, 0, . . . , 0) .

We normalize the Haar measure dk on the group K so that

µ1(ψ) =

∫

K

∫

Fn

ψ(ket1y) dy dk (ψ ∈ S(gln(F))) . (80)
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The Fourier transform of µ1 acting on a test function ψ ∈ S(gln(F)) may be computed as
follows,

µ̂1(ψ) = µ1(ψ̂)

=

∫

K

∫

Fn

∫

gln(F)

χ(− tr(zket1y))ψ(z) dz dy dk (81)

=

∫

K

∫

Fn

∫

gln(F)

χ(− tr(zet1y))ψ(zk) dz dy dk

=

∫

K

∫

Fn

∫

gln(F)

χ(−
n∑

j=1

zj,1yj)ψ(zk) dz dy dk

=

∫

K

∫

Fn(n−1)

ψ(




0 z1,2 z1,3 . . . z1,n
0 z2,2 z2,3 . . . z2,n
.. .. .. . . . ..
0 zn,2 zn,3 . . . zn,n


 k) dz dk .

The last formula defines a positive measure supported on matrices of rank n−1 and shows
that it extends by zero to a distribution on gln(F). It is clear that this measure transforms
according to (74) with k = n−1, under the left translations. We see from (79) that measure
µ1 transforms according to (74) with k = 1, under the right translations. Therefore its
Fourier transform according to (74) with k = n − 1, under the right translations. This
shows that µ̂1 is a positive measure supported on On−1 that transforms the same way
as the measure µn−1 under the action of GL(X) × GL(X). Therefore with the correct
normalization of the measure µn−1 we have

µ̂1 = µn−1. (82)

Since | − 2|F = 1, the change of variables, y 7→ −2y in (81) shows that

µ̂1(ψ) =

∫

K

∫

Fn

∫

gln(F)

χ(2 tr(zket1y))ψ(z) dz dy dk .

By (28)

〈z(ket1, y), (ke
t
1, y)〉 = 〈(zket1,−yz), (ke

t
1, y)〉 = tr(zket1y) + tr(ket1yz)

= 2 tr(zket1y).

Hence,

µ̂1(ψ) =

∫

K

∫

Fn

∫

gln(F)

χ(〈z(ket1, y), (ke
t
1, y)〉)ψ(z) dz dy dk .

Equations (78) and (80) imply that the integration over K× Fn is the same as the inte-
gration of an F×-invariant function over the quotient F×\WF× Therefore

µ̂1(ψ) =

∫

F×\W
F×

∫

gln(F)

χ(〈z(w), w〉)ψ(z) dz d(F×w) .
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By (75), the right hand side of the above equation is equal to chc(ψ). Together with (82),
we get

chc = µ̂1 = µn−1.

This proves (75). Hence the theorem follows. �

Proof of Theorem 16. We compute the wave front sets of µ1 and µn−1. Since µ1 is a
homogeneous distribution, Theorem A.12 implies that the fiber of WF(µ1) over 0 ∈ gln(F)
coincides with suppµ̂1 = gln(F)rk≤n−1, the set of elements of rank less or equal to n−1. The
support of µ1 is the set of matrices of rank at most 1. This is a single GLn(F)×GLn(F)-
orbit together with the zero matrix. Hence, by Theorem A.20, a point (x, y) ∈ (suppµ1 \
{0})× gln(F) belongs to WF(µ1) if and only if y is perpendicular to the orbit through x:

tr(zxy) = 0 (for all z ∈ gln(F)) ,

tr(xzy) = 0 (for all z ∈ gln(F)) .

Hence xy = 0 and, since tr(xzy) = tr(yxz), yx = 0 also. Thus

WF(µ1) = {(x, y) ∈ gln(F)rk≤1 × (gln(F)rk≤n−1 \ 0); xy = yx = 0} . (83)

Therefore Theorem A.12 implies that

WF(µn−1) = {(x, y) ∈ gln(F)rk≤n−1 × (gln(F)rk≤1 \ 0); xy = yx = 0} (84)

Theorem 16 follows the above calculations because chc = µOn−1. �

3.3. The definition of chcx′. Let G · G′ ⊆ Sp(W) be an irreducible dual pair with the
Lie algebra g⊕g′ ⊆ sp(W). Let H′ ⊆ G′ be a Cartan subgroup with the split part A′ ⊆ H′,
so that the quotient H′/A′ is compact. See sections 2.3 and 2.4.

Lemma 17. Let A′′ ⊆ Sp(W) be the centralizer of A′. Then (A′′,A′) is a reductive dual
pair in Sp(W). Furthermore, there is an open dense A′-invariant subset WA′ ⊆ W such
that A′\WA′ is a equipped with the A′′-invariant measure d(A′w) defined by

∫

W

φ(w) dw =

∫

A′\WA′

∫

A′

φ(aw) da d(A′w) (φ ∈ S(W)) . (85)

Proof. See (34), (58) and (73). �

Define a unitary Gaussian

χx(w) = χ(
1

4
〈x(w), w〉) (x ∈ sp(W), w ∈ W) . (86)

Lemma 18. Let a′′ be the Lie algebra of A′′. Then
∫

A′\WA′

∣∣∣∣
∫

a′′
ψ(x)χx(w) dx

∣∣∣∣ d(A
′w) <∞ (ψ ∈ S(a′′)) (87)

so the formula

chc(ψ) =

∫

A′′′\WA′′′

∫

a′′
ψ(x)χx(w) dx d(A

′w) (ψ ∈ S(a′′)) (88)
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defines a distribution on a′′. The wave front set of this distribution is equal to

WF(chc) = {(x, τa′′(w)) ∈ a′′ × (a′′∗ \ 0) : x(w) = 0 , w ∈ W} . (89)

Proof. This is immediate from (34), (58) and Theorems 14, 15, and 16. �

Proposition 19. Fix an element x′ ∈ h′
reg. Then the intersection of the wave front set

WF(chc) with the conormal bundle to the embedding

g ∋ x→ x′ + x ∈ a′′ (90)

is empty.

Proof. By (89), WF(chc) is equal to the set Sa′′ , defined in (40) and (60). The proposition
follows from Lemmas 11 and 13. �

Standard micro-local analysis, i.e. Theorem A.19, together with Proposition 19 justify
the following definition.

Definition 20. For x′ ∈ h′
reg define chcx′ to be the pullback of the distribution chc to g

via the embedding
g ∋ x → x′ + x ∈ a′′ .

Formally

chcx′(x) = chc(x′ + x) =

∫

A′\WA′

χx′+x(w) d(A
′w) (x ∈ g) . (91)

Lemma 21. For any x′ ∈ h′
reg

WF(chcx′) ⊆ {(x, τg∗(w)); (x′ + x)(w) = 0, x ∈ g, w ∈ W} .

Proof. This follows from the Definition 20, Lemma 18 and Theorem A.19. Note that the
right hand side is the image of WF(chc) the under projection map T ∗

x′+xa
′′ → T ∗

xg. �

4. The distributions Chch′ ∈ C∞
c

∗(G̃), h′ ∈ H̃′
reg
.

4.1. The character of the Weil representation of Sp(W). Recall the lattice L ⊆ W

fixed in section 3.1. For an element g ∈ Sp(W) choose a basis {u1, u2, . . . , um} of (g−1)W,
such that

L ∩ (g − 1)W = oFu1 + oFu2 + . . .+ oFum .

For the existence of such a basis see [Wei73, Theorem 1, page 29]. Let w1, w2, ..., wm be
elements of W such that

〈uj, wk〉 = δj,k .

We recall the Gaussian

γ(a) =

∫

F

χ(
1

2
ax2) dx (a ∈ F×) .

Define the following function on the symplectic group,

Θ2(g) = γ(1)2 dimWγ(1)−2γ(det(〈(g − 1)wj, wk〉)1≤j,k≤m)
2 (g ∈ Sp(W)) . (92)
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(Here the square Θ2 is part of the name of this function. At this point we don’t have
any function Θ such that Θ2 = (Θ)2.) One may check that the above definition does not
depend on the choices of the uj and wk we made, see [AP14, Definition 5.15]. Let

S̃p(W) = {(g, ξ) ∈ Sp(W)× C×; ξ2 = Θ2(g)}

Then there is a cocycle C on the symplectic group such that the formula

(g1, ξ1)(g2, ξ2) = (g1g2, ξ1ξ2C(g1, g2))

defines a group structure on S̃p(W). The cocycle satisfies the following equation

C(g1, g2)
2 =

Θ2(g1g2)

Θ2(g1)Θ2(g2)
(g1, g2 ∈ Sp(W)) ,

see [AP14, Lemma 5.16] and is explicitly described in [AP14, Proposition 5.12]. Moreover
the map

S̃p(W) ∋ (g, ξ) → g ∈ Sp(W)

is a group homomorphism with each fiber consisting of two elements. Thus S̃p(W) is a
double cover of Sp(W) and is called the metaplectic group. For any g ∈ Sp(W) define

c(g)u = (g + 1)w , u = (g − 1)w , w ∈ W

and

χc(g)(u) = χ(
1

4
〈c(g)u, u〉) (u ∈ (g − 1)W) .

(If g − 1 is invertible, then c(g) = (g + 1)(g − 1)−1 is the Cayley transform, a birational
isomorphism c : Sp(W) → sp(W), equal to its own inverse.) For any subspace U ⊆ W let
µU be the Haar measure on U normalized so that the volume of L ∩ U is 1. Define the
following functions

Θ : S̃p(W) ∋ (g, ξ) → ξ ∈ C× ,

T : S̃p(W) ∋ (g, ξ) → ξχc(g)µ(g−1)W ∈ S∗(W) . (93)

The complex valued measure χc(g)µ(g−1)W is viewed as a distribution on W. The map T is
an injection of the metaplectic group into the space of the tempered distributions on W

with the following properties,

T (g̃1)♮T (g̃2) = T (g̃1g̃2) (g̃1, g̃2 ∈ S̃p(W))

T (g̃)∗ = T (g̃−1) (g̃ ∈ S̃p(W))

T (1) = δ0 ,

where the twisted convolution

φ♮ψ(w′) =

∫

W

φ(w)ψ(w′ − w)χ(
1

2
〈w,w′〉) dµW(w) (φ, ψ ∈ S(W))
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extends by continuity to some tempered distributions so that T (g̃1)♮T (g̃2) makes sense,
see [AP14, Lemm 5.23]. In particular

C(g1, g2) =
Θ(g̃1g̃2)

Θ(g̃1)Θ(g̃2)
(g̃1, g̃2 ∈ S̃p(W)) , (94)

see [AP14, Proof of Lemm 5.23]. In addition, if g1, g2 and g1g2 are in the domain of the
Cayley transform, then

C(g1, g2) =

∫

W

χ(
1

4
〈(c(g1) + c(g2))(w), w〉 dw , (95)

see [AP14, Proposition 5.12] specialized to this particular case.
Furthermore, we set

φ∗(w) = φ(−w) , u∗(φ) = u(φ∗) (w ∈ W , φ ∈ S(W) , u ∈ S∗(W)) .

In particular, if T (g̃) is a function, then T (g̃)∗(w) = T (g̃)(−w). It turns out that Θ is
a locally integrable function that coincides with the distribution character of the Weil
representation, see [AP14, Theorem 5.26], a direct sum of two irreducible components.

Suppose G is an analytic Lie group with the Lie algebra g over F. (Here we think in
terms of locally analytic functions, [Ser06, Part II].) Each Y ∈ g defines a left invariant
vector field on G via the right regular representation,

RYΨ(x) =
d

dt
Ψ(x exp(tY ))|t=0 (x ∈ G, Ψ ∈ C∞

c (G)) . (96)

Given a local chart

κ : Gκ → gκ ,

where gκ is an open subset of g. We can lift the vector field (96) to gκ by the formula

κ∗(RY )ψ(X) = RY (ψ ◦ κ)(κ−1(X)) (X ∈ gκ, ψ ∈ C∞
c (gκ)) .

Explicitly,

κ∗(RY )ψ(X) =
d

dt
ψ(X + tvX(Y ))|t=0 ,

where

vX(Y ) =
d

dt
κ(κ−1(X) exp(tY ))

∣∣
t=0

. (97)

Thus we have the following bijection

Gκ × g ∋ (x, Y ) ↔ (κ(x), vκ(x)(Y )) ∈ gκ × g . (98)

By dualizing (98) we get the following bijection

Gκ × g∗ ∋ (x, v∗κ(x)η) ↔ (κ(x), η) ∈ gκ × g∗ , (99)

where

v∗κ(x)η = η ◦ vκ(x) .
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According to [Hör83, Definition 6.4.1] an atlas on the tangent and cotangent bundle may
be seen as ⋃

x∈Gκ

Tx(G) = {(κ(x), Y ); x ∈ Gκ, Y ∈ g}

and therefore ⋃

x∈Gκ

T ∗
x (G) = {(κ(x), η); x ∈ Gκ, η ∈ g∗} .

Hence the bijections (99) define an identification G × g∗ = T ∗G such that for a given
F-valued compactly supported smooth function Ψ we regard dΨ as a g∗-valued function
on G by

dΨ(x)(X) = RYΨ(x) (x ∈ G, X ∈ g) , (100)

as in [How81]. In particular, under this identification,

WF(u) = {(x, v∗κ(x)η); (κ(x), η) ∈ WF((κ−1)∗u)} (u ∈ D′(Gκ)) , (101)

where (κ−1)∗u is a distribution on gκ. We now specialize the above to G = S̃p(W) and
g = sp(W).

Proposition 22. WF(Θ) = {(g, τsp∗(W)(w)); g ∈ S̃p(W), w ∈ W \ {0}, gw = w}.

Proof. Define the translations

Λx̃0 : S̃p(W) ∋ x̃→ x̃0x̃ ∈ S̃p(W) (x̃0 ∈ S̃p(W))

and
λX0 : g ∋ X → X0 +X ∈ g (X0 ∈ g) .

Let Spc(W) = {g ∈ Sp(W); det(g − 1) 6= 0} be the domain of the Cayley transform. We

fix an element x̃0 ∈ S̃pc(W) and consider the distribution u ∈ S∗(S̃pc(W)) defined by

u(x̃) = Θ(x̃0x̃) (x̃ ∈ S̃pc(W))

times the Haar measure. In terms of the translation defined above, u = Λ∗
x0
Θ|Spc(W). Set

X0 = c̃(x0). Then (94) and (95) imply that as a distribution on sp(W)c,

c̃∗u = Λ∗
x0
Θ|Spc(W) = Θ(x0) · c̃

∗Θ · λ∗X0
chc, (102)

where chc is defined in (66). Equation (102) shows that

WF(c̃∗u) = WF(λ∗X0
chc).

Hence, (69) implies that

WF(c̃∗u) = {(X, τsp∗(W)(w)); X ∈ gc, w ∈ W, (X0 +X)w = 0}. (103)

A straightforward computation shows that

vX(Y ) =
1

2
(1 +X)Y (1−X) (Y ∈ g),

where vX was defined in (97) with κ = c̃. Hence

v∗Xτsp∗(W)(w)(Y ) = 〈
1

2
(1 +X)Y (1−X)w,w〉 =

1

2
〈Y (1−X)w, (1−X)w〉
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Therefore

WF(u) = {(x, v∗Xτsp∗(W)(w)); X = c̃(x), w ∈ W, (X0 +X)w = 0} (104)

= {(x, τsp∗(W)((1−X)w)); X = c̃(x), w ∈ W, (X0 +X)w = 0}.

However,

X0 +X = 2(x0 − 1)−1(x0x− 1)(x− 1)−1 and (x− 1)−1 =
1

2
(X − 1).

Hence, the equation (X0 +X)w = 0 is equivalent to (x0x− 1)(X − 1)w = 0. Thus

WF(u) = {(x, τsp∗(W)(w
′)); w′ ∈ W, x0xw

′ = w′}

and consequently

WF(Θ) = {(x0x, τsp∗(W)(w
′)); w′ ∈ W, x0xw

′ = w′, x0 ∈ Spc(W), x ∈ Spc(W)} .

Since, by Lemma 23 below, Spc(W) · Spc(W) = Sp(W), we are done. �

Lemma 23. Sp(W) = Spc(W) · Spc(W).

Proof. The subset Spc(W) ⊆ Sp(W) is Zariski open and so is g−1Spc(W) for an g ∈ Sp(W).
Hence, for each g ∈ Spc(W) there is h ∈ Spc(W) such that gh ∈ Spc(W).

Let g ∈ Sp(W) be such that W1 ⊆ W, the 1-eigenspace for g, is non-degenerate, i.e.

W = W1 ⊕W
⊥
1 .

Then g|W⊥
1
∈ Spc(W⊥

1 ). Let k ∈ Sp(W) be defined by

k(w1 + w2) = −w1 + hw2 (w1 ∈ W1, w2 ∈ W
⊥
1 ) ,

where h ∈ Sp(W⊥
1 ) is such that g|W⊥

1
h ∈ Spc(W⊥

1 ). Then k−1, kg ∈ Sp(W )c and g =

k−1(kg).
Let g ∈ Sp(W ) be such that X ⊆ W, the 1-eigenspace for g, is maximal isotropic. Then

Im(g − 1) = Ker(g − 1)⊥ = X
⊥ = X .

Hence g = 1 on X and on W/X. Therefore −g = −1 on X and on W/X. Thus −g ∈
Sp(W )c. Since g = (−1)(−g) the claim follows.

In general, there is a decomposition

W = (X⊕ Y)⊕W1 ⊕W2

where X, Y are isotropic subspaces, the restriction of the symplectic form to W1 and W2

are non-degenerate, and the 1-eigenspace for g is

X⊕W1 .

Here X is the radical of the symplectic form restricted to the 1-eigenspace of g. Now g
preserves (X⊕W1)

⊥ = X⊕W2. Since g = 1 on X, g preserves W2. Likewise g = 1 on W1

so g preserves W1 ⊕W2 and (W1 ⊕W2)
⊥ = X⊕ Y. We could write g = g0g1g2 where g0,

g1, g2 are the restrictions of g to X⊕Y, W1 and W2 respectively. Note that g2 ∈ Sp(W3)
c.

We have treated g0 and g1 above. This proves the lemma. �
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Theorem 24. For any Ψ ∈ C∞
c (S̃p(W)) the distribution

T (Ψ) =

∫

S̃p(W)

T (g)Ψ(g) dg ∈ S∗(W) (105)

is a function on W that belongs to S(W) (times the measure dw) and the formula

Chc(Ψ) =

∫

W

T (Ψ)(w) dw (106)

defines a distribution of S̃p(W). Thus in the space of distributions on S̃p(W),

Chc =

∫

W

T (w) dw . (107)

Explicitly,

Chc = Θ(−̃1)−1Λ∗
−̃1
Θ . (108)

Furthermore,

WF(Chc) = {(g, τsp∗(W)(w)); g ∈ S̃p(W), w ∈ W \ {0}, gw = −w} . (109)

Proof. Lemma 23 implies that there are g1, g2, . . . , gm in S̃pc(W) such that

S̃p(W) =
m⋃

i=1

giS̃p
c(W) .

Therefore, there are smooth functions Ψi ∈ C∞(S̃p(W)) with support Ψi contained in

S̃pc(W) such that
m∑

i=1

Ψi(g
−1
i g) = 1 (g ∈ S̃p(W)) .

Hence, for Ψ ∈ C∞
c (S̃p(W)),

T (Ψ) =

m∑

i=1

∫

S̃p(W)

Ψi(g
−1
i g)Ψ(g)T (g) dg =

m∑

i=1

∫

S̃p(W)

Ψi(g)Ψ(gig)T (gig) dg

=
m∑

i=1

T (gi)♮

∫

S̃pc(W)

Ψi(g)Ψ(gig)T (g) dg . (110)

For g ∈ S̃pc(W), T (g)(w) = Θ(g)χ(1
4
〈c̃(g)w,w〉) is a function on W by (93). For an

appropriate ψi ∈ C∞
c (sp(W)),

∫

S̃pc(W)

Ψi(g)Ψ(gig)T (g)(w) dg =

∫

sp(W)

ψi(x)χ(〈x(w), w〉) dx .

This is the pullback of the Fourier transform of ψi from sp∗(W) to W via the moment
map τsp∗(W) whose fibers have at most two elements. Hence this pullback is a function in
S(W). The twisted convolution by T (gi) is a continuous linear map on S(W) so (110) is
a function in S(W). Hence (105), (106) and (107) follow.
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Since the Cayley transform maps −1 to 0, c(−1) = 0, we see that T (−̃1) is a constant
function:

T (−̃1)(w) = Θ(−̃1)χ(
1

4
〈c(−1)(w), w〉) = Θ(−̃1) .

If we view distributions as generalized functions, then we get

Λ−̃1Θ(g) = Θ(−̃1g) = T (−̃1g)(0) = T (−̃1)♮T (g)(0)

=

∫

W

T (−̃1)(0− w)T (g)(w) dw =

∫

W

Θ(−̃1)T (g)(w) dw = Θ(−̃1) Chc(g) .

This verifies (108). Finally, (109) follows from (108) and Proposition 22. �

4.2. Induction from a mirabolic subgroup of GL(X). Let P be a parabolic subgroup
of a reductive group G, with Langlands decomposition P = LN. Let n be the Lie algebra
of the unipotent radical N and let K ⊆ G be an open compact subgroup of G such that
the Iwasawa decomposition G = KLN holds, see [HC70, Theorem 5, page 16]. For any
function Ψ ∈ C∞

c (G) define

ΨK(g) =

∫

K

Ψ(kgk−1) dk, ΨK
N(g) =

∫

N

ΨK(gn) dn

ΨL(l) = | det(Ad(l)n)|
1/2ΨK

N(l) (g ∈ G, l ∈ L) . (111)

Clearly

C∞
c (G) ∋ Ψ → ΨL|L ∈ C∞

c (L)

is a well defined continuous linear map. For a distribution u ∈ C∞
c (L)∗ we define the

induced distribution IndG
L (u) ∈ C∞

c (G)∗ by

IndG
L (u)(Ψ) = u(ΨL) (Ψ ∈ C∞

c (G)) . (112)

This construction may be found in [HC70, page 18 and 30]. In the case of a real reductive
group G, it is explained in detail in [Var77, part II, pages 121-123]. See also [BP11,
Proposition A.5].

Recall the complete polarization W = X ⊕ Y in section 3.2. We shall identify the
subgroup of the symplectic group preserving both X and Y with GL(X). Denote by
K ⊆ GL(X) the subgroup that preserves L ∩ X. This is a maximal compact subgroup.

Let X′ ⊆ X be a one dimensional subspace and let X′′ ⊆ X be a complementary subspace
so that X = X

′ ⊕ X
′′. Denote by P ⊆ GL(X) the subgroup of elements preserving X

′.
This is known as a mirabolic subgroup, [Ber84]. The unipotent radical of P coincides
with N = 1 + Hom(X′′,X′) ⊆ End(X) and the Lie algebra n = Hom(X′′,X′). The Levi
factor L ⊆ P consists of elements that preserve both X

′ and X
′′. It is isomorphic to

GL(X′)×GL(X′′). By choosing a non-zero vector in X
′ we identify X

′ with F and GL(X′)

wit F×. Let G̃L(X) denote the inverse image of GL(X) in S̃p(W). Define

sum : C∞
c (G̃L(X)) → C∞

c (GL(X))
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to be the sum over the fibers of the covering map

sum(f)(g) =
∑

g̃

f(g̃) (g ∈ GL(X)) .

Theorem 25. For any Ψ ∈ C∞
c (G̃Lc(X)), the distribution

T (Ψ) =

∫

G̃L(X)

Ψ(g̃)T (g̃) dg̃ ∈ S∗(W) (113)

is a function on W, invariant under the (72) action of F×, such that
∫

F×\W
F×

|T (Ψ)(w)| d(F×w) <∞ .

The formula

Chc(Ψ) =

∫

F×\W
F×

T (Ψ)(w) d(F×w) (Ψ ∈ C∞
c (G̃Lc(X))) (114)

defines a distribution of G̃Lc(X) which coincides with a complex valued measure

Chc(Ψ) =

∫

GL(X)

sum(ΨΘ)(g)| det(g − 1)|δ(det(g + 1)) dg . (115)

This measure extends by zero to G̃L(X) and defines a distribution, which shall be denoted
by the same symbol, (114). The function

ǫ : G̃L(X) ∋ g̃ →
Θ(g̃)

|Θ(g̃)|
∈ C× (116)

is a group homomorphism and

Chc = Ind
GL(X)
GL(X′)×GL(X′′) ((δ1 ⊗ µ) ◦ Λ−1 ◦ sum ◦multǫ) , (117)

where δ1 is the Dirac delta at 1 ∈ GL(X′) and µ is the Haar measure on GL(X′′) and
multǫ is the multiplication by ǫ. Furthermore,

WF(Chc) = {(g̃, τEnd(X)∗(w)); g̃ ∈ G̃L(X) , τEnd(X)∗(w) 6= 0 , g(w) = −w} , (118)

Proof. If g ∈ GLc(X) and x = c(g) ∈ End(X), then det(x− 1) = det(2(g − 1)−1) 6= 0 and

det(x+ 1) = det(2g(g − 1)−1) 6= 0. Let Ψ ∈ C∞
c (G̃Lc(X)). Then

T (Ψ)(w) =

∫

G̃L(X)

Ψ(g̃)Θ(g̃)χc(g)(w) dg̃ =

∫

End(X)

ψ(x)χx(w) dx , (119)

where ψ(x) = sum(ΨΘ)(c−1(x)) · Jac(x) and Jac is the Jacobian of the inverse Cayley
transform. Since ψ ∈ C∞

c (Endc(X)), (119) is a Fourier transform of ψ evaluated at
τEnd(X)∗(w). Hence T (Ψ) is a function on W invariant under the action of F×. In terms of
(77), (114) is equal to

Chc(Ψ) =

∫

End(X)

ψ(x)δ(det(x)) dx =

∫

GL(X)

sum(ΨΘ)(g)δ(det c(g)) dg .



A CAUCHY - HARISH-CHANDRA INTEGRAL FOR A DUAL PAIR OVER A P-ADIC FIELD 31

Applying the formula δ(at) = |a|−1δ(t) to the above integral, we get (115). Through

extension by zero, (115) defines a distribution on G̃L(X).
The claim (116) follows from [AP14, Proposition 5.27]. From [AP14, Proposition 5.27],

we have

|Θ(g̃) det(g − 1)| = | det g|
1
2 .

Hence, (115) is equal to
∫

GL(X)

Φ(g)| det g|
1
2 δ(det(g + 1)) dg ,

where Φ = sum(Ψǫ). Let n = dimF X. Then the last integral may be rewritten as

Chc(Ψ) =

∫

End(X)

Φ(x)| det x|
1
2 δ(det(x+ 1))| det(x)|−n dx

=

∫

End(X)

Φ(x− 1)| det(x− 1)|
1
2
−nδ(det(x)) dx . (120)

With reference to (119), we get

Chc(Ψ) =

∫

W

∫

End(X)

ψ(x)χx(w) dx = chc(ψ) =

∫

End(X)

ψ(x)µn−1(x).

The second equality is due to (75) and (76). By (75), (76) and Remark 1, we have
chc(x) = δ(det(x)) = µn−1(x).

Notice that, with the appropriate normalization of measures,

µn−1(ψ) =

∫

Mn,n−1(F)

ψK(0, z) dz , ψK(x) =

∫

K

ψ(kxk−1) dk . (121)

Hence, using the coordinates in the proof of Theorem 15, (120) is equal to

Chc(Ψ) =

∫

End(X)

Φ(x− 1)| det(x− 1)|
1
2
−n dµn−1(x) (122)

=

∫

Mn−1,n−1(F)

∫

M1,n−1(F)

ΦK(

(
−1 z1
0 z2 − 1

)
)

∣∣∣∣det(
(

−1 z1
0 z2 − 1

)
)

∣∣∣∣
1
2
−n

dz1 dz2

=

∫

Mn−1,n−1(F)

∫

M1,n−1(F)

ΦK(

(
−1 z1
0 z2

)
) |det(z2)|

1
2
−n dz1 dz2

=

∫

Mn−1,n−1(F)

∫

M1,n−1(F)

ΦK(

(
−1 0
0 z2

)(
1 −z1
0 1

)
) |det(z2)|

− 1
2 dz1 |det(z2)|

1−n dz2

=

∫

GLn−1(F)

∫

M1,n−1(F)

ΦK(

(
−1 0
0 g2

)(
1 z1
0 1

)
) |det(g2)|

− 1
2 dz1 dg2 .

Since (
−1 0
0 g2

)(
0 z1
0 0

)(
−1 0
0 g2

)−1

=

(
0 −z1g

−1
2

0 0

)
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we see that

|det(g2)|
− 1

2 =

∣∣∣∣Ad(
(

−1 0
0 g2

)
)n

∣∣∣∣
− 1

2

,

where

n =

{(
0 z1
0 0

)
; z1 ∈M1,n−1(F)

}
.

Therefore in the notation of (111),

Chc(Ψ) =

∫

GLn−1(F)

ΦGL1(F)×GLn−1(F)(

(
−1 0
0 g2

)
) dg2

=

∫

GLn−1(F)

ΦGL1(F)×GLn−1(F)(

(
−1 0
0 −g2

)
) dg2

=

∫

GLn−1(F)

(Λ−1Φ)
GL1(F)×GLn−1(F)(

(
1 0
0 g2

)
) dg2

= Ind
GLn(F)
GL1(F)×GLn−1(F)

(δ1 × dg2)(Λ−1Φ) (by (112).)

= Ind
GLn(F)
GL1(F)×GLn−1(F)

(δ1 × dg2)(Λ−1(sum(Ψǫ)) .

This verifies (117).
Notice that the group GL(X) is contained in its Lie algebra End(X). We see from

(120) that Chc coincides with the distribution δ ◦ det = µn−1 multiplied by the smooth

function | det(x)|
1
2 and translated by −1. Hence one obtains (118) from Theorem 16 via

the substitution x = g + 1. �

4.3. The definition of Chch′. Let G · G′ ⊆ Sp(W) be an irreducible dual pair. Let
H′ ⊆ G′ be a Cartan subgroup with the split part A′ ⊆ H′. Recall the dual pair (A′′,A′)
defined in Lemma 17.

Lemma 26. For any Ψ ∈ C∞
c (Ã′′c), the distribution

T (Ψ) =

∫

Ã′′c

Ψ(g̃)T (g̃) dg̃ ∈ S∗(W) (123)

is a function on W, such that
∫

A′\WA′

∣∣∣∣
∫

A′′

Ψ(g)T (g)(w) dx

∣∣∣∣ d
.
w <∞ . (124)

The formula

Chc(Ψ) =

∫

A′\WA′

T (Ψ)(w) d(A′w) (Ψ ∈ C∞
c (Ã′′c)) (125)

defines a distribution on Ã′′c which coincides with a complex valued measure. This measure

extends by zero to Ã′′ and defines a distribution, which shall be denoted by the same symbol,
(125). Furthermore,

WF(Chc) = {(g̃, τa′′∗(w)); g̃ ∈ Ã′′ , τa′′∗(w) 6= 0 , g(w) = −w} , (126)
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Proof. This is immediate from (34), (58) and Theorems 24 and 25. �

Proposition 27. Fix an element h̃′ ∈ H̃′
reg

. Then the intersection of the wave front set
WF(Chc) with the conormal bundle to the embedding

G̃ ∋ g̃ → g̃h̃′ ∈ Ã′′ (127)

is empty.

Proof. The wave front set WF(Chc) is equal to the set SA′′ defined in (40) and (60). The
proposition follows from Lemmas 11 and 13. �

Standard micro-local analysis, i.e. Theorem A.19, together with Proposition 19 justify
the following definition.

Definition 28. For h̃′ ∈ H̃′
reg

define Chch̃′ to be the pullback of the distribution Chc to G̃
via the embedding (127). Formally

Chch̃′(g̃) =

∫

A′\WA′

T (g̃h̃′)(w) d(A′w) (x ∈ g) . (128)

Lemma 29. For any x′ ∈ h′
reg

WF(Chch̃′) ⊆ {(g̃, τg∗(w)); gh
′(w) = −w, g̃ ∈ G̃, w ∈ W} .

Proof. This follows from Definition 28, (126) and Theorem A.19. �

5. The chc is the lowest term in the asymptotic expansion of Chc.

In this section we verify the following theorem which shows that chc is the ‘the lowest
term in the asymptotic expansion’ of Chc.

Theorem 30. In terms of Definitions 20 and 28, for x ∈ g and x′ ∈ h′
reg,

lim
t→0

tdimW

∫

A′\WA′

T (−c̃(t2x)c̃(t2x′))(w) d(A′w) = Θ(−̃1)

∫

A′\WA′

χx+x′(w) d(A′w) .

Proof. Here we follow the proof of [Prz00, Theorem 2.13]. Recall that in terms of rational
functions,

c(−c(x)c(x′)) = c(c(x)c(x′))−1 = ((x′ − 1)(x+ x′)−1(x− 1) + 1)−1 .

Hence,

c(−c(t2x)c(t2x′)) = t2((t2x′ − 1)(x+ x′)−1(t2x− 1) + t2)−1 .

Therefore
∫

A′\WA′

χc(−c(t2x)c(t2x′))(w) d(A
′w) =

∫

A′\WA′

χ((t2x′−1)(x+x′)−1(t2x−1)+t2)−1(tw) d(A′w)

= t− dimW

∫

A′\WA′

χ((t2x′−1)(x+x′)−1(t2x−1)+t2)−1(w) d(A′w)
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Hence,

tdimW

∫

A′\WA′

T (−c̃(t2x)c̃(t2x′))(w) d(A′w)

= Θ(−c̃(t2x)c̃(t2x′))

∫

A′\WA′

χ((t2x′−1)(x+x′)−1(t2x−1)+t2)−1(w) d(A′w) ,

which has the desired limit if t→ 0. �

6. Conjectures and motivation

Let Π′ be an irreducible admissible representation of G̃′ which occurs in Howe’s corre-

spondence for the pair (G̃, G̃′) and let Π1 be the corresponding maximal Howe’s quotient

representation of G̃. Let ΘΠ′ denote the distribution character of Π′.
We consider the product Z ′G′0 where Z ′ is the center of G′ and G′0 is the Zariski

identity component of G′. We recall Section 2.5 that Z ′G′0 = G′, unless G′ is an even
orthogonal group.

Conjecture 1. For any Ψ ∈ Cc(G̃)

∫

H′reg

∣∣∣ΘΠ′(h̃′)D(h′) Chch̃′(Ψ)
∣∣∣ dh′ <∞ . (129)

Assuming (129), in terms of the Weyl - Harish-Chandra integration formula for G′ (see
(22)), define

Θ′
Π′(Ψ) = CΠ′

∑

H′

1

|W (H′)|

∫

H′reg

Θ̌Π′(h̃′)|D(h′)|
1

µ(H′/A′)
Chch̃′(Ψ) dh̃′ , (130)

where Θ̌Π′(h̃′) = ΘΠ′(h̃′−1) and

CΠ′ = (the central character of Π′ evaluated at −̃1)−1 ·Θ(−̃1) .

If the character ΘΠ′ is supported in Z ′G′0, then, as distributions,

Θ′
Π′ = ΘΠ1 . (131)
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Here is a heuristic reason why (131) should hold. The right hand side of (130), divided
by CΠ′ , is equal to

∑

H′

1

|W (H′)|

∫

H′reg

Θ̌Π′(h̃′)|D(h′)|
1

µ(H′/A′)
Chch̃′(Ψ) dh′

=
∑

H′

1

|W (H′)|

∫

H′reg

Θ̌Π′(h̃′)|D(h′)|
1

µ(H′/A′)

∫

A′\WA′

∫

G̃

Ψ(g̃)T (g̃h̃′)(w) dg̃ d(A′w)

=
∑

H′

1

|W (H′)|

∫

H′reg

Θ̌Π′(h̃′)|D(h′)|

∫

H′\WA′

∫

G̃

Ψ(g̃)T (g̃h̃′)(w) dg̃ d(H′w) dh′

=

∫

G′reg

Θ̌Π′(g̃′)

∫

G′\WA′

∫

G̃

Ψ(g̃)T (g̃g̃′)(w) dg̃ d(G′w) dg̃′ .

Suppose G′ is compact. Then the above is equal to
∫

G′reg

Θ̌Π′(g̃′)

∫

W

∫

G̃

Ψ(g̃)T (g̃g̃′)(w) dg̃ dw dg̃′ .

On the other hand, formally, for any s̃ ∈ S̃p(W),

Θ(−̃1)

∫

W

T (s̃)(w) dw =

∫

W

Θ(−̃1)χ0(w)T (s̃)(w) dw =

∫

W

Θ(−̃1)χ0(−w)T (s̃)(w) dw

=

∫

W

T (−̃1)(−w)T (s̃)(w) dw = T (−̃1)♮T (s̃)(0) = T (−̃1s̃)(0) = Θ(−̃1s̃) .

Let ζ be the central character of Π′ evaluated at −̃1. Hence the right hand side of (130)
is equal to

ζ−1

∫

G̃′

Θ̌Π′(g̃′)

∫

G̃

Ψ(g̃)Θ(−̃1g̃g̃′), dg̃ dg̃′

= ζ−1

∫

G̃′

Θ̌Π′(−̃1
−1
g̃′)

∫

G̃

Ψ(g̃)Θ(g̃g̃′) dg̃ dg̃′

=

∫

G̃′

Θ̌Π′(g̃′)

∫

G̃

Ψ(g̃)Θ(g̃g̃′) dg̃ dg̃′ =

∫

G̃

Ψ(g̃)ΘΠ(g̃) dg̃ .

Appendix A. The wave front set

In this appendix we gather some facts from [Hör83, chapter VIII] that we need in the
case when the real numbers are replaced by a p-adic field F, i.e. a finite extension of Qp.

Let oF be the ring of integers in F and let pF ⊆ oF the unique maximal proper ideal.
Let χ : F → C× be a character of the additive group F such that the kernel of χ is equal to
oF . Denote by S(U) the Schwartz-Bruhat space on an open subset U ⊆ Fn, i.e. the space
of complex-valued locally constant functions with compact support on U . We identify Fn



36 HUNG YEAN LOKE AND TOMASZ PRZEBINDA

with its linear dual (Fn)∗ via the following symmetric bilinear form

x · y =

n∑

j=1

xjyj = xyt ,

where x and y are row vectors in Fn with the indicated entries. We normalize the Haar
measure dx = dx1dx2 . . . dxn on Fn so that for φ ∈ S(Fn) the Fourier transform and its
inverse are given by

Fφ(ξ) =

∫

Fn

φ(x)χ(−x · ξ) dx (ξ ∈ Fn) (A.1)

and

φ(x) =

∫

Fn

Fφ(ξ)χ(x · ξ) dξ (x ∈ Fn) , (A.2)

see [Wei73, Corollary 1, page 107].
Denote by | | the absolute value on F, as in [Wei73, page 4], and let

|x| = max{|x1|, . . . , |x1|} (x = (x1, . . . , xn) ∈ Fn) .

Fix a subgroup Λ ⊆ F× of finite index. We will assume that

̟ ∈ Λ . (A.3)

Then Λ is the direct product of the subgroup of 〈̟〉 ⊆ F× generated by ̟ and a subgroup
of Λ ∩ o×F ⊆ o×F of finite index,

Λ = 〈̟〉(Λ ∩ o×F ) .

A subset of Fn \ 0 is called a cone if it is closed under the multiplication by Λ. (A more
correct name would be a Λ - cone. Since Λ is fixed, we omit it.) For n = 1, there are
finitely many elements x1, x2, . . . , xl ∈ o×F such that F \ 0 = ∪l

j=1Λxj .

More generally, let Sn−1 = {(x1, x2, . . . , xn) ∈ Fn; maxi |xi| = 1} be the unit sphere.
This is an open and compact subset of Fn. (See the proof of Theorem 15 for more
information on the structure of Sn−1.) Then for any cone Γ ⊆ Fn \ 0, we have

Γ = Λ (Γ ∩ Sn−1) (A.4)

(see [Hei85, Lemma 2.5]). Indeed, if (x1, x2, . . . , xn) ∈ Γ and |xj | = maxi |xi| with |xj | =
|̟m|, then ̟−m(x1, x2, . . . , xn) ∈ Γ, because ̟ ∈ Λ by (A.3).

We see from (A.4) that Γ is open (respectively closed) if and only if Γ ∩ Sn−1 is open
(respectively closed).

Moreover Γ∩Sn−1 =
⋃

i∈I Si is a union of orbits Si under the action of the group Λ∩o×F .
Thus

Γ =
⋃

i∈I

〈̟〉Si .

For a subset A ⊆ Fn \ 0 we define the asymptotic cone AC(A) of A to be the complement
of the union of all the open cones whose intersection with A is bounded. Equivalently, a
point x ∈ Fn \ 0 belongs to AC(A) if and only if every open cone containing x intersects
A in an unbounded set.
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Since the unit sphere Sn−1 is compact, any covering of Fn \ 0 by open cones contains
a finite subcovering. Therefore, if AC(A) = ∅ then A is bounded. Conversely, if A is
bounded, then AC(A) = ∅. Thus, AC(A) = ∅ if and only if A is bounded.

Let E∗(Fn) ⊆ S∗(Fn) denote the subspace of the compactly supported distributions.
For v ∈ E∗(Fn), it operates on the space C∞(Fn) of the locally constant functions in the
following way:

v(φ) = v(ψφ) (φ ∈ C∞(Fn), ψ ∈ S∗(Fn), ψ = 1 on suppv) .

In particular its Fourier transform

Fv(ξ) = v(χ(− · ξ)) (ξ ∈ Fn) (A.5)

is well defined. A straightforward computation shows that Fv ∈ C∞(Fn). Suppose
suppFv is bounded. Then v = F−1Fv is a smooth function. This is a special case of
a non-Archimedean version of the Paley-Wiener Theorem which says that a distribution
v ∈ E∗(Fn) coincides with the locally constant function (A.5) times the Haar measure if
its Fourier transform is compactly supported, i.e. Fv ∈ E∗(Fn).

Therefore, if v ∈ E∗(Fn) is not a smooth function, then suppFv is unbounded. Hence
AC(suppFv) 6= ∅. Following [Hör83, §8.1], we define Σ(v) = AC(suppFv). Clearly

Σ(v1 + v2) ⊆ Σ(v1) ∪ Σ(v2) (v1, v2 ∈ E∗(Fn)) . (A.6)

Lemma A.1. For any subset A ⊆ Fn \ 0 and any bounded set B ⊆ Fn,

AC(A) ⊇ AC(A+B) .

Proof. We need to show that for any open cone V ⊆ Fn \ 0, if V ∩ A is bounded then
V ∩ (A+B) is bounded.

Let W = V ∩ Sn−1, so that V = ΛW , see (A.4). Since W is open, there is M > 0 such
that

W − λ−1B ⊆W (λ ∈ Λ, |λ| > M) . (A.7)

Also, since V ∩ A is bounded and since W is bounded away from 0, there in N > 0 such
that

λW ∩ A = ∅ (λ ∈ Λ, |λ| > N) . (A.8)

Hence

λW ∩ (A+B) = ∅ (λ ∈ Λ, |λ| > max{M,N}) .

Indeed, if not then there are a ∈ A, b ∈ B, w ∈ W and λ as above such that

λw = a+ b .

But then

a = λ(w − λ−1b) ∈ λ(W − λ−1B) ⊆ λW ,

which contradicts (A.8). �

Corollary A.2. [Hör83, Lemma 8.1.1] For φ ∈ S(Fn) and v ∈ E∗(Fn), Σ(φv) ⊆ Σ(v).
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Definition A.3. [Hör83, Lemma 8.1.2] For u ∈ S∗(Fn) define

Σx(u) =
⋂

φ∈S(Fn), φ(x)6=0

Σ(φu) (x ∈ Fn)

and the wave front set of u,

WF(u) = {(x, ξ) ∈ Fn × (Fn \ 0); ξ ∈ Σx(u)} .

(Note that if Σx(u) 6= ∅, then x ∈ supp(u).)

Lemma A.4. Fix a subset A ⊆ Fn \ 0 and an open compact set W ⊆ Fn \ 0. For N > 0
let Λ>N = {λ ∈ Λ; |λ| > N}. 2 Then there is N such that

(Λ>NW ) ∩ A = ∅

if and only if
ΛW ∩ A is bounded .

Proof. Set
(ΛW )>M = {x ∈ ΛW ; |x| > M} .

Then
Λ>NW ⊇ (ΛW )>N ·max{|ξ|; ξ∈W}

and
(ΛW )>M ⊇ Λ>M/min{|ξ|; ξ∈W}W .

This implies the claim. �

Definition A.5. [Hei85, pages 288-289] A distribution u ∈ S∗(Fn) is smooth at a point
(x0, ξ0) ∈ Fn×(Fn\0) if and only if there are open compact subsets U ⊆ Fn andW ⊆ Fn\0
such that x0 ∈ U , ξ0 ∈ W and for any φ ∈ S(U) there is N > 0 such that

(Λ>NW ) ∩ suppF(φu) = ∅ .

Lemma A.6. For any u ∈ S∗(Fn), the wave front set of u is equal to the complement of
the set of all the smooth points in Fn × (Fn \ 0) of u.

Proof. We see from Lemma A.4 that a (x0, ξ0) is a smooth point for u if and only if there
are open compact subsets U ⊆ Fn and W ⊆ Fn \ 0 such that x0 ∈ U , ξ0 ∈ W and for any
φ ∈ S(U)

ΛW ∩ suppF(φu)

is bounded. Equivalently, there is an open compact subset U ⊆ Fn and open cone V ⊆
Fn \ 0 such that x0 ∈ U , ξ0 ∈ V and for any φ ∈ S(U)

V ∩ suppF(φu)

is bounded. Equivalently, there is open compact subset U ⊆ Fn containing x0 such that

ξ0 /∈ Σ(φu) (φ ∈ S(U)) .

2Loke: We recall that Λ is a subgroup of finite index in F×.
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Suppose (x0, ξ0) is a smooth point, then the above implies ξ0 /∈ Σx0(u) so (x0, ξ0) /∈
WF(u).

Conversely (x0, ξ0) /∈ WF(u) so ξ0 /∈ Σx0(u). By definition, there is a φ ∈ S(U) with
φ(x0) 6= 0, such that ξ0 /∈ Σ(φu). Let U0 ⊆ U be an open set where φ is constant equal
to φ(x0). By Corollary A.2,

Σ(φ0φu) ⊆ Σ(φu) (φ0 ∈ S(U0)) .

Therefore

ξ0 /∈ Σ(φ0u) (φ0 ∈ S(U0)) .

This shows that (x0, ξ0) is a smooth point for u. �

Corollary A.7. [Hör83, (8.1.9)] For any u ∈ S∗(Fn), the subset WF(u) ⊆ Fn × (Fn \ 0) is
closed. Moreover,

WF(φu) ⊆ WF(u) (φ ∈ C∞(Fn)) .

In particular, if φ has no zeros, then

WF(φu) = WF(u) .

Corollary A.8. [Hör83, Proposition 8.1.3] For any v ∈ E∗(Fn) the projection of WF(v)
onto the second component is equal to Σ(v).

Proof. Let

P (WF(v)) =
⋃

x∈Fn

Σx(v)

denote this projection. Clearly

P (WF(v)) ⊆ Σ(v) . (A.9)

Since WF(v) is closed and suppv is compact, the set WF(v) ∩ (Fn × Sn−1) is compact.
Hence P (WF(v))∩ Sn−1 is compact. Since, by (A.4), P (WF(v)) = Λ(P (WF(v))∩ Sn−1),
the cone P (WF(v)) is closed.

In order to show the equality

P (WF(v)) = Σ(v)

it will suffice to check that for any open cone V containing P (WF(v)), we have Σ(v) ⊆ V .
Let V be such a cone. Suppose Σx(v) 6= ∅. Then x ∈ suppv. Then by (A.9), Σx(v) ⊆ V .
Hence, by Definition A.3, there is an open neighborhood Ux ⊆ Fn such that

Σ(φv) ⊆ V (φ ∈ S(Ux)) .

We can cover suppv by a finite number of such Uxj
and choose φj ∈ S(Uxj

) with
∑

j φj = 1

on suppv. Then, by (A.6),

Σ(v) = Σ(
∑

j

φjv) ⊆
⋃

j

Σ(φjv) ⊆ V .

�
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Lemma A.9. [Hör83, Lemma 8.1.7] For any u ∈ S∗(Fn)

Σ0(u) ⊆ AC(suppF(u)) .

Proof. Let φ ∈ S(Fn) be such that φ(0) 6= 0. Then, by Definition A.3,

Σ0(u) ⊆ Σ(φu) .

We also have

Σ(φu) = AC(suppF(φu)) ⊆ AC(suppF(φ) + suppF(u)) ⊆ AC(suppF(u)) ,

where last inclusion follows from Lemma A.1, because F(φ) ∈ S(Fn) has bounded support.
�

Definition A.10. Let χΛ : Λ → C× is a group homomorphism. A distribution u ∈ S∗(Fn)
is called homogeneous of degree χΛ if

u(φλ) = χΛ(λ)u(φ) (λ ∈ Λ, φ ∈ S(Fn)) ,

where
φλ(x) = |λ|−nφ(λ−1x) .

(An example of such a homogeneous distribution is the Haar measure on Fn. The homo-
geneous distributions are described completely in [GGPS90, chapter II, section 2.3, page
138].)

Lemma A.11. If u ∈ S∗(Fn) is a homogeneous distribution, then Σ0(u) = suppFu.

Proof. Since u ∈ S∗(Fn) is homogeneous of degree χΛ, Fu is homogeneous of degree
χ−1
Λ | · |−n. The support of a homogeneous distribution is a cone so it is equal to its

asymptotic cone. Lemma A.9 gives

Σ0(u) ⊆ AC(suppF(u)) = suppFu .

Suppose 0 6= ξ /∈ Σ0(u). We will show that ξ 6∈ suppFu. This will prove Σ0(u) ⊇ suppFu.
Now 0 6= ξ /∈ Σ0(u) means that (0, ξ) is a smooth point of the distribution u. By

definition, there is an open compact set U containing 0, an open compact setW containing
ξ and a number N > 0 such that

F(φu)(λw) = 0 (λ ∈ Λ , |λ| > N , w ∈ W ) .

Let
Lwψ(x) = ψ(x− w) , Rψ(x) = ψ(−x) , Dλ−1ψ(x) = |λ|nψ(λx) .

Then a simple computation shows that

F(φu)(λw) = χΛ(λ)
−1Fu(LwRDλ−1Fφ) .

Hence
Fu(LwRDλ−1Fφ) = 0 (λ ∈ Λ , |λ| > N , w ∈ W ) . (A.10)

For ǫ > 0 let Bǫ ⊆ Fn denote the closed ball of radius ǫ centered at 0. Let 1Bǫ+w be the
indicator function of Bǫ + w. We set

φ = F−1DλRL−w1Bǫ+w = F−1DλR1Bǫ
= |λ|−nF−1Dλ1Bǫ

= F−11B|λ|ǫ
= C(|λ|)1B 1

|λ|ǫ

,
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where C(|λ|) is a non-zero constant. For |λ| large enough φ ∈ S(U). This implies

1Bǫ+w = LwRDλ−1Fφ .

By (A.10) we have
Fu(1Bǫ+w) = 0 , (A.11)

For any w ∈ W , we can find ǫ > 0 such that Bǫ + w ⊆W . Then (A.11) implies that

W ∩ suppFu = ∅.

In particular ξ 6∈ suppF as required. �

The following theorem does not seem to appear in the literature, though the proof is a
straightforward adaptation of the argument used by Hörmander.

Theorem A.12. [Hör83, Theorem 8.1.8] Suppose u ∈ S∗(F n) is homogeneous. Then

(x, ξ) ∈ WF(u) ⇐⇒ (ξ,−x) ∈ WF(Fu) (x 6= 0 and ξ 6= 0) ,
x ∈ suppu ⇐⇒ (0,−x) ∈ WF(Fu) (x 6= 0) ,
ξ ∈ suppFu ⇐⇒ (0, ξ) ∈ WF(u) (ξ 6= 0) .

Proof. The Fourier transform of a homogeneous distribution is homogeneous and the
composition of two Fourier transforms is the reflection. Hence the last two statements are
equivalent. Moreover the last one coincides with the equality of Lemma A.11. Thus it’ll
suffice to verify the first one.

Since the composition of two Fourier transforms is the reflection, it’ll suffice to show
that for any x0 6= 0 and ξ0 6= 0,

(x0, ξ0) /∈ WF(u) =⇒ (ξ0,−x0) /∈ WF(Fu) . (A.12)

In order to simplify notation we shall follow Gelfand and write

u(φ) =

∫

Fn

u(x)φ(x) dx

for the value of the distribution u on a test function φ. Choose φ ∈ S(Fn) equal to 1 in a
neighborhood of ξ0 and ψ ∈ S(Fn) equal to 1 in a neighborhood of x0 so that

(suppψ × suppφ) ∩WF(u) = ∅ . (A.13)

Let v = φFu. We need to estimate Fv(−λx) in a Λ-conic neighborhood of −x0. Then
for λ ∈ Λ and x ∈ Fn

Fv(−λx) = Fφ ∗ (F2u)(−λx) =

∫

Fn

Fφ(−λx− y)(F2u)(y) dy (A.14)

=

∫

Fn

Fφ(−λx+ y)u(y) dy = χΛ(λ)|λ|
n

∫
Fφ(λ(y − x))u(y) dy

= χΛ(λ)|λ|
n

∫
Fφ(λ(y − x))(ψu)(y) dy

+ χΛ(λ)|λ|
n

∫
Fφ(λ(y − x))((1− ψ)u)(y) dy .
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Let r > 0 be such that (1− ψ)(y) 6= 0 implies |y − x0| > 2r. Then |x− x0| < r implies
|y − x| > r. Thus there is N > 0 such that

Fφ(λ(y − x)) = 0 ((1− ψ)(y) 6= 0, |x− x0| < r, |λ| > N) .

Hence,
Fφ(λ(y − x))(1− ψ)(y) = 0 (|x− x0| < r, |λ| > N) . (A.15)

Also, by the adjoint property of Fourier transform,∫
Fφ(λ(y − x))(ψu)(y) dy =

∫
F(ψu)(λξ)φ(ξ)χ(λx · ξ) dξ . (A.16)

The condition (A.13) implies that there is M > 0 such that

F(ψu)(λξ) = 0 (|λ| > M, φ(ξ) 6= 0) .

Thus (A.16) is zero for |λ| > M independently of x. Therefore (A.14) is zero if |x−x0| < r
and |λ| > max{M,N}. This verifies (A.12). �

Theorem A.13. [Hör83, Theorem 8.1.5] Let V ⊆ Fn be a subspace and let V ⊥ ⊆ Fn be
the orthogonal complement, so that Fn = V ⊕ V ⊥. Let uV ∈ S∗(V ) be a multiple of the
Haar measure dxV by a nonzero smooth function. Denote by δ ∈ S∗(V ⊥) the Dirac delta
at the origin. Then

WF(uV ⊗ δ) = suppuV × V ⊥ \ 0 .

Proof. We see from Corollary A.7 that we may assume uV = dxV . Then the distribution
uV ⊗ δ is homogeneous, so Theorem A.12 implies

Σ0(uV ⊗ δ) = suppF(uV ⊗ δ) \ 0 = {0} × V ⊥ \ 0 .

However, it is clear from Definition A.3 that

Σx(uV ⊗ δ) = Σ0(uV ⊗ δ) (x ∈ suppuV ) ,

Σx(uV ⊗ δ) = ∅ (x /∈ suppuV ) .

�

Lemma A.14. [Hör83, Theorem 7.7.1], [Hei85, Proposition 1.1] Let U ⊆ Fn be an open
compact subset and let f : U → F be a differentiable function such that

f(x0 + x) = f(x0) + f ′(x0) · x+R(x0, x)(x) · x (x0, x0 + x ∈ U) ,

where f ′(x0) ∈ Fn is the gradient of f at x0 and R(x0, x) : F
n → Fn is a linear function

with
B := max

x0,x0+x∈U,|y|=1
|R(x0, x)(y) · y| <∞ .

We also assume that
δ := min

x0∈U
|f ′(x0)| > 0 .

Let φ ∈ S(U) and let m0 ∈ Z be the minimum of the m ∈ Z such that there is a finite
disjointed covering

U =
⊔

k

(xk +Bq−m)
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and φ is constant on each xk + Bq−m. (The covering exists because φ is locally constant
and U is open and compact.) Then

∫

U

χ(λf(x))φ(x) dx = 0 (λ ∈ F× , |λ| > max{qδ−2B, δ−1qm0}) . (A.17)

Proof. With the covering as above,
∫

U

χ(λf(x))φ(x) dx = Σk χ(λf(xk))φ(xk)

∫

B
q−m

χ(λf ′(xk) · x)χ(λR(xk, x)(x) · x) dx .

Notice that for |λ| > δ−1qm, the function

Bq−m ∋ x→ χ(λf ′(xk) · x) ∈ C×

is a non-trivial character of the additive group Bq−m. Indeed if this character was trivial
then we would have

|λf ′(xk) · x| ≤ 1 (x ∈ Bq−m) .

Choose x ∈ Bq−m so that |f ′(xk) · x| = |f ′(xk)||x|. If, in addition |x| = q−m, then

|λ||f ′(xk)|q
−m ≤ 1 .

This would imply

|λ|δq−m ≤ 1 ,

which would contradict the choice of |λ| > δ−1qm. By taking m = m0 we see that if B = 0
then ∫

U

χ(λf(x))φ(x) dx = 0 (λ ∈ F× , |λ| > δ−1qm0) . (A.18)

Assume from now on that B > 0. If |λ|Bq−2m ≤ 1, then

χ(λR(xk, x)(x) · x) = 1 (x ∈ Bq−m) .

Hence
∫

B
q−m

χ(λf ′(xk) · x)χ(λR(xk, x)(x) · x) dx = 0 (δ−1qm < |λ| ≤ B−1q2m) . (A.19)

Let δ = q−mδ and B = qmB . Then the interval (δ−1qm, B−1q2m] = (qmδ+m, q−mB+2m] is
not empty if mδ +mB < m. By writing mδ +mB + k = m, we see that

⋃

mδ+mB<m

(mδ +m,−mB + 2m] =

∞⋃

k=1

(2mδ +mB + k, 2mδ +mB + 2k]

= 2mδ +mB +
∞⋃

k=1

(k, 2k] = 2mδ +mB + (1,∞) = (2mδ +mB + 1,∞) .



44 HUNG YEAN LOKE AND TOMASZ PRZEBINDA

Since, q2mδ+mB+1 = qδ−2B, we see that for any λ with |λ| > qδ−2B there is an m >
mδ +mB such that δ−1qm < |λ| ≤ B−1q2m, so that (A.19) holds for this m. If in addition
m ≥ m0, then the function φ is constant on each xk +Bq−m . Hence

∫

U

χ(λf(x))φ(x) dx = 0 (λ ∈ F× , |λ| > qδ−2B,m ≥ m0) .

Next we wold like to express the condition m ≥ m0 in terms of |λ|. If m0 ≤ mδ+mB, then
m > m0 becausem > mδ+mB . Ifm0 > mδ+mB then we need a condition on |λ| such that
the non-empty interval (mδ +m0,−mB +2m0] is to the left of (mδ +m,−mB +2m], with
a possible overlap. This will happen if mδ +m0 < logq |λ|. Equivalently if δ−1qm0 < |λ|.
Hence

∫

U

χ(λf(x))φ(x) dx = 0 (λ ∈ F× , |λ| > max{qδ−2B, δ−1qm0}) . (A.20)

Clearly (A.17) follows from (A.18) and (A.20). �

Let X ⊆ Fn be an open set. Denote by S(X) ⊆ S(Fn) the subset of functions supported
in X and let S(X)∗ be the dual of S(X) with the topology of pointwise convergence (weak
topology).

Lemma A.15. Let uj ∈ S(X)∗ be a sequence such that for every φ ∈ S(X), the set
{uj(φ); j = 1, 2, 3, . . .} is bounded. Then for any ψ ∈ S(X) and any 0 < r <∞,

sup
|η|≤r

|F(ψuj)(η)| <∞ .

Proof. Let χη(x) = χ(η · x). Explicitly

F(ψuj)(η) =

∫

X

χ(−η · x)ψ(x)uj(x) dx = uj(χ−ηψ) .

We claim that

χ(−η · x) = χ(−η · y) if |x− y| ≤ r−1 .

Indeed χ(−η · x) = χ(−η · y) if |η · (x − y)| < 1. By the Cauchy-Schwarz inequality,
|η · (x− y)| ≤ |η||x− y| ≤ r|x− y|. The claim follows.

The set of functions

{χ(−η · x) : |η| ≤ r}

is uniformly locally constant. Therefore the functions

χ(−η · x)ψ(x) (|η| ≤ r)

are uniformly locally constant and all supported in suppψ. Hence they all belong to a
finite dimensional subspace S(X)φ ⊆ S(X). The restriction of the sequence uj to S(X)φ
is weakly bounded. By the Uniform Boundedness Principle, or jst because the space
S(X)φ is finite dimensional, it is uniformly bounded and we are done. �
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A subset Γ ⊆ X × (Fn \ 0) is called a cone if (x, ξ) ∈ Γ ⇐⇒ (x, λξ) ∈ Γ for any λ ∈ Λ.
For any closed cone Γ ⊆ X × (Fn \ 0) let S∗

Γ(X) ⊆ S∗(X) denote the subset of all the
distributions whose wave front set is contained in Γ. We introduce a topology in S∗

Γ(X)
as follows. Unfortunately this definition is missing in [Hei85]. This fact was noticed and
corrected in [CHLR18]. We provide a concise argument, as close as possible to the one
used by Hörmander in the real case, below.

Definition A.16. A sequence uj ∈ S∗
Γ(X) converges to u ∈ S∗

Γ(X) if and only if for any
φ ∈ S(X),

lim
j→∞

uj(φ) = u(φ) (A.21)

and for any open cone V ⊆ Fn \ 0,

if Γ ∩ (suppφ× V ) = ∅ , then
⋃

j

suppF(φuj) ∩ V is bounded . (A.22)

Lemma A.17. [Hör83, Theorem 8.2.3] For any u ∈ SΓ(X) there is a sequence uj ∈ S(X)
such that u = lim

j→∞
uj in S∗

Γ(X).

Proof. Let uj = φj ∗ (ψju), where

(a) ψj ∈ S(X) with ψj = 1 on any compact subset of X for large j, and
(b) 0 ≤ φj ∈ S(X),

∫
φj(x) dx = 1, suppφj + suppψj ⊆ X and suppφj shrinks to zero if

j goes to infinity.

Then uj ∈ S(X) and (A.21) holds. If φ and V satisfy (A.22) choose ψ ∈ S(X) equal to
1 in a neighborhood of suppφ and a closed cone W ⊆ Fn \ 0 containing V in the interior
such that

Γ ∩ (suppψ ×W ) = ∅ . (A.23)

Set wj = φj ∗ (ψu). Then φu = φψu, so that φuj = φwj for large j. Also

|Fwj| ≤ |Fφj||F(ψu)| ≤ |F(ψu)| .

Hence, ⋃

j large

suppF(φuj) =
⋃

j large

suppF(φwj) ⊆ suppF(ψu) .

Corollary A.7 shows that WF(ψu) ⊆ WF(u) ∩ (suppψ × Fn). Hence, WF(ψu) ⊆
Γ ∩ (suppψ × Fn). Corollary A.8 implies that the projection of WF(ψu) onto the sec-
ond variable is equal to Σ(ψu). Therefore the condition (A.23) implies that the set
suppF(ψu) ∩W is bounded. Hence the claim follows. �

By taking ψj = 1 in the proof of Lemma A.17 we obtain the following Corollary.

Corollary A.18. Fix u ∈ S∗
Γ(X). Let 0 ≤ φj ∈ S(X),

∫
φj(x) dx = 1, suppφj + suppu ⊆

X and suppφj shrinks to 0 if j goes to infinity. Then u = lim
j→∞

φj ∗ u in S∗
Γ(X).
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Theorem A.19. [Hör83, Theorem 8.2.4], [Hei85, Theorem 2.8] Let X ⊆ Fm and Y ⊆ Fn

be open subsets and let f : X → Y be an analytic map. Set

Nf = {(f(x), η) ∈ Y × (Fn \ 0); f ′(x)tη = 0} .

Then for any closed cone Γ ⊆ Y × (Fn \ 0) such that

Γ ∩Nf = ∅ ,

The map f ∗ : C∞(Y ) → C∞(X) given by

f ∗(u) = u ◦ f

extends uniquely to a continuous map

f ∗ : S∗
Γ(Y ) → S∗

f∗Γ(X) ,

where

f ∗Γ = {(x, f ′(x)tη); (x, η) ∈ Γ} .

In particular

WF(f ∗u) ⊆ f ∗WF(u) (u ∈ S∗
Γ(F

n)) .

Proof. Define f ∗u = u ◦ f whenever u ∈ C∞(Y ). By Lemma A.17 the theorem will be
proven if we show that f ∗ maps sequences uj ∈ C∞(Y ) converging in S∗

Γ(Y ) to sequences
f ∗uj ∈ C∞(X) converging in S∗

f∗Γ(Y ). First we shall prove the convergence in S∗(X).
If u ∈ S(X) and φ ∈ S(X) then by Fourier inversion formula applied to u

f ∗u(φ) =

∫

X

u(f(x))φ(x) dx =

∫

X

∫

Fn

Fu(η)χ(f(x) · η) dη φ(x) dx

=

∫

Fn

Fu(η) Iφ(η) dη ,

Iφ(η) =

∫

X

χ(f(x) · η)φ(x) dx . (A.24)

The formula (A.24) expresses the pullback in terms of the Fourier transform and therefore
allows us to use assumptions expressed in terms of the wave front set.

Let x0 ∈ X , y0 = f(x0), Γy0 = {η; (y0, η) ∈ Γ}. Choose

(a) a closed conic neighborhood V ⊆ Fn \ 0 of Γy0 such that

f ′(x0)
tη 6= 0 (η ∈ V )

(this is possible because Nf ∩ Γ = ∅),
(b) an open compact neighborhood Y0 of y0 such that V is a neighborhood of Γy for every

y ∈ Y0 (this is possible because Γ is closed) and
(c) an open compact neighborhood X0 of x0 with f(X0) ⊆ Y0 and

f ′(x)tη 6= 0 (x ∈ X0 , η ∈ V ) .
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Choose ψ ∈ S(Y0) equal to 1 on f(X0). Then (A.24) implies that

f ∗u(φ) =

∫

Fn

F(ψu)(η) Iφ(η) dη (φ ∈ S(X0) , u ∈ C∞(Y )) . (A.25)

For a fixed η ∈ V consider the function

fη : X0 ∋ x→ f(x) · η = f(x)tη ∈ F .

Then fη is an analytic function with f ′
η(x) = f ′(x)tη. Hence,

δη = min
x∈X0

|f ′
η(x)| > 0 .

Therefore fη satisfies the condition of Lemma A.14. Hence
∫

X0

χ(λf(x) · η)φ(x) dx = 0 (λ ∈ F× , |λ| > max{qδ−2
η Bη, q

m0+1, δ−1
η qm0}) ,

where m0 is minimal such that X0 is the disjoint union of balls of radius q−m0 on each
of which φ is constant. The parameters δη and Bη depend continuously on η. Hence, if
C = maxη∈V,|η|=1max{qδ−2

η Bη, q
m0+1, δ−1

η qm0}, then
∫

X0

χ(λf(x) · η)φ(x) dx = 0 (λ ∈ F× , |λ| > C, η ∈ V, |η| = 1) .

Therefore,

suppIφ ∩ V is bounded for any φ ∈ S(X0) . (A.26)

Fix φ ∈ S(X0) and let uj ∈ C∞(Y ) converge to u in S∗
Γ(X). By combining (A.26) with

Lemma A.15 we see that

lim
j→∞

∫

V

F(ψuj)(η) Iφ(η) dη =

∫

V

F(ψu)(η) Iφ(η) dη . (A.27)

Let V c ⊆ Fn \ 0 be the complement of V . Then

(Y0 × V c) ∩ Γ = ∅ .

Since uj converge in S∗
Γ(X), the set

⋃
suppF(ψuj) ∩ V

c (A.28)

is bounded. Also, by Lemma A.15 the functions F(ψuj) are uniformly bounded on this
set. Therefore

lim
j→∞

∫

V c

F(ψuj)(η) Iφ(η) dη =

∫

V c

F(ψu)(η) Iφ(η) dη . (A.29)

We conclude from (A.27) and (A.29) that

lim
j→∞

∫

Fn

F(ψuj)(η) Iφ(η) dη =

∫

Fn

F(ψu)(η) Iφ(η) dη . (A.30)
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Thus by (A.24) and partition of unity, the sequence f ∗uj converges to a limit in S∗(X)
independent of the sequence chosen. We denote this limit by f ∗u ∈ S∗(X):

lim
j→∞

f ∗uj(φ) = f ∗u(φ) (φ ∈ S(X)) . (A.31)

Now we’ll show that lim
j→∞

f ∗uj = f ∗u in S∗
Γ(X). We keep the notation developed between

(A.24) and (A.30) with φ ∈ S(X0). Replacing φ by χ(−ξ · x)φ(x) and u by uj in (A.25)
gives

F(φf ∗uj)(ξ) =

∫

X

ψ(f(x))uj(f(x))χ(−ξ · x)φ(x) dx

=

∫

X

∫

Fn

F(ψuj)(η)χ(f(x) · η − x · ξ)) dη φ(x) dx

=

∫

Fn

F(ψuj)(η) Iφ(η, ξ) dη ,

Iφ(η, ξ) =

∫

X

χ(f(x) · η − x · ξ))φ(x) dx . (A.32)

Let W ⊆ Fm \ 0 be an open conic neighborhood of f ′(x0)
tΓy0 = (f ∗Γ)x0. We may assume

that V and X0 are chosen so that

f ′(x)tη ∈ W (x ∈ X0 , η ∈ V ) . (A.33)

For a fixed η ∈ V and ξ /∈ W consider the function

fη,ξ : X0 ∋ x→ f(x) · η − x · ξ ∈ F .

Then fη,ξ is an analytic function with f ′
η,ξ(x) = f ′(x)tη − ξ. Since X0 is compact and

(A.33) implies that

δη,ξ = min
x∈X0

|f ′
η,ξ(x)| > 0 .

Therefore fη,ξ satisfies the condition of Lemma A.14. Hence
∫

X0

χ(λ(f(x) · η − x · ξ))φ(x) dx = 0 (λ ∈ F× , |λ| > max{qδ−2
η,ξBη,ξ, q

m0+1, δ−1
η,ξq

m0}) ,

where m0 is minimal such that X0 is the disjoint union of balls of radius q−m0 on each
of which φ is constant. The parameters δη,ξ and Bη,ξ depend continuously on η and ξ.
Hence, if C = maxη∈V, ξ /∈W, |η|=1, |ξ|=1max{qδ−2

η,ξBη,ξ, q
m0+1, δ−1

η,ξq
m0}, then

∫

X0

χ(λ(f(x)·η−x·ξ))φ(x) dx = 0 (λ ∈ F× , |λ| > C, η ∈ V, ξ /∈ W, |η| = 1, |ξ| = 1) .

Therefore,

suppIφ ∩ (V ×W c) is bounded for any φ ∈ S(X0) . (A.34)

Let

Iφ,η(ξ) = Iφ(η, ξ) .
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By combining (A.34) with (A.28) we see that
(
⋃

j

supp

∫

V

F(ψuj)(η)Iφ,η dη

)
∩W c is bounded for any φ ∈ S(X0) . (A.35)

Let us look at the integral Iφ(η, ξ) as follows

Iφ(η, ξ) =

∫

X

χ(−x · ξ)
(
χ(f(x) · η)φ(x)

)
dx ,

so that χ(f(x) · η)φ(x) is the test function. Since, for η in a compact set, the functions
χ(f(x) · η)φ(x) are uniformly locally constant, Lemma A.14 implies that

⋃

η in a comact set

suppIφ,η

is bounded. By combining this with (A.28) we see that
⋃

j

supp

∫

V c

F(ψuj)(η)Iφ,η dη is bounded for any φ ∈ S(X0) . (A.36)

The statements (A.35) and (A.36) imply
(
⋃

j

supp

∫

Fn

F(ψuj)(η)Iφ,η dη

)
∩W c is bounded for any φ ∈ S(X0) .

But as we see from (A.32), this means that
(
⋃

j

suppF(φf ∗uj)

)
∩W c is bounded for any φ ∈ S(X0) . (A.37)

By partition of unity, this shows that f ∗uj converges to f
∗u in Sf∗Γ(X). Hence the map

f ∗ : SΓ(Y ) → Sf∗Γ(X)

is well defined and continuous. �

This theorem shows that it makes sense to define the wave front set WF(u) ⊆ T ∗X \ 0
for any distribution u ∈ C∞

c (X)∗ on an analytic manifold X by using local charts. See
[Hör83, page 265] and [Hei85, page 290]. In particular Theorem A.13 may be rewritten
as

Theorem A.20. Let X be an analytic manifold and let Y ⊆ X be a submanifold equipped
with a measure µ supported on Y equal to a multiple by a non-negative function in any
coordinate patch of Y to the standard Haar measure. We view µ as a distribution on X.3

Then
WF(µ) = T ∗

suppµX ,

where the right hand side denotes the bundle conormal of Y in X supported on suppµ.

3More precisely, we define µ(ψ) = µ(ψ|Y ) for ψ ∈ C∞

c (X).
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This is example 8.2.5 in [Hör83].
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