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SYMMETRY BREAKING OPERATORS

FOR THE REDUCTIVE DUAL PAIR (Ul,Ul′)

M. MCKEE, A. PASQUALE AND T. PRZEBINDA

Abstract. We consider the dual pair (G,G′) = (Ul,Ul′) in the symplectic group

Sp2ll′(R). Fix a Weil representation of the metaplectic group S̃p2ll′ (R). Let G̃ and

G̃′ be the preimages of G and G′ under the metaplectic cover S̃p
2ll′

(R)→ Sp
2ll′

(R), and

let Π⊗Π′ be a genuine irreducible representation of G̃× G̃′. We study the Weyl symbol
fΠ⊗Π′ of the (unique up to a possibly zero constant) symmetry breaking operator (SBO)
intertwining the Weil representation with Π⊗Π′. This SBO coincides with the orthogo-
nal projection of the space of the Weil representation onto its Π-isotypic component and
also with the orthogonal projection onto its Π′-isotypic component. Hence fΠ⊗Π′ can be
computed in two different ways, one using Π and the other using Π′. By matching the
results, we recover Weyl’s theorem stating that Π⊗Π′ occurs in the Weil representation
with multiplicity at most one and we also recover the complete list of the representations
Π⊗Π′ occurring in Howe’s correspondence.
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Introduction

Let W be a finite dimensional vector space over R equipped with a non-degenerate

symplectic form 〈·, ·〉, and let Sp(W) and S̃p(W) denote the corresponding symplectic
and metaplectic groups, respectively. Fix an irreducible dual pair G,G′ ⊆ Sp(W) in

the sense of Howe and let G̃, G̃′ be the preimages of G, G′ in S̃p(W). Let ω denote a

fixed Weil representation of S̃p(W) (up to unitary equivalence, there are two of them)
and let ω∞ be the associated smooth representation. Consider two irreducible admissible
representations Π of G̃ and Π′ of G̃′ which are in Howe’s correspondence, [How89]. This
means that Π ⊗ Π′ is realized as a quotient of ω∞. The space of operators intertwining
ω∞ and Π ⊗ Π′ is one dimensional. In [Kob15], any such intertwining operator is called
a symmetry breaking operator (SBO). The construction of SBOs is part of Kobayashi’s
program for branching problems in representation theory of real reductive groups.

As explained in [Prz93], the SBOs attached as above to Howe’s correspondence are pseu-
dodifferential operators in the Weyl calculus. Their symbols are GG′-invariant tempered
distributions on W, called intertwining distributions. We denote by fΠ⊗Π′ the (suitably
normalized) intertwining distribution of the nonzero SBOs from ω∞ to Π⊗Π′. In [MPP23]
we explicitely computed fΠ⊗Π′ under the assumption that one of the two members of the
dual pair, G, is compact. The SBO is (a nonzero constant multiple of) the orthogonal
projection of the space of ω∞ onto its Π-isotypic component:

ω(Θ̌Π) = OP(K(T (Θ̌Π))) , (1)

where ΘΠ is the character of Π, Θ̌Π(g) = ΘΠ(g
−1) for all g ∈ G, and T is the embedding

S̃p(W) in S ′(W) attached to the Weil representation. Here S ′(W) is the space of tem-
pered distributions on W. As in [MPP23], we fix the normalization of the intertwining
distribution as follows:

fΠ⊗Π′ =
1

2
T (Θ̌Π) =

1

2

∫

G̃

Θ̌Π(g̃)T (g̃) dg̃ =

∫

G

Θ̌Π(g̃)T (g̃) dg ,

where the Haar measures on G̃ and G are normalized so that vol(G̃) = 2 vol(G). Knowing
fΠ⊗Π′ allowed us in [MPP22] to compute the wavefront set of Π′ by elementary means.
Knowing fΠ⊗Π′ also allows us to show that no SBO associated with Π⊗Π′ is a differential
operator. Indeed, as proved in [MPP23, Corollary 13], the SBO associated with Π⊗Π′ is
a differential operator if and only if fΠ⊗Π′ has support equal to {0}. In turn, this means
that the wavefront set of Π′ is {0}, that is, Π′ is finite dimensional. By classification,
see e.g. [Prz96, Appendix], all highest weight representations Π′ occurring in Howe’s
correspondence are infinite dimensional unless G′ = Ul′. This case was left open. Studying



SYMMETRY BREAKING OPERATORS FOR (Ul,Ul′) 3

the SBO for the dual pair (G,G′) = (Ul,Ul′) is the topic of the present paper. For this pair,
the formula for fΠ⊗Π′ found in [MPP23] simplifies significantly. We prove in Proposition
4 that the intertwining distribution fΠ⊗Π′ is actually a non-zero real analytic function on
W. In particular, its support is equal to W.

Let Π be an irreducible genuine representation of G̃. The distribution T (Θ̌Π) depends

only on Π (no representation of G̃′ is involved). We find the conditions on Π in terms of
highest weights so that T (Θ̌Π) 6= 0, i. e. Π occurs in ω; see Corollary 3 and Propositions
5 and 6.

Since G′ = Ul′ is compact, we can reverse the roles of G and G′ and compute T (Θ̌Π′) for

any irreducible genuine representation Π′ of G̃′. Suppose that T (Θ̌Π) 6= 0. In Corollary 7,
we prove that there exists a unique Π′ and a nonzero constant CΠ⊗Π′ such that T (Θ̌Π) =
CΠ⊗Π′T (Θ̌Π′). Equivalently, by (1),

ω(Θ̌Π) = CΠ⊗Π′ω(Θ̌Π′) .

Finally, we prove that CΠ⊗Π′ = 1; see Lemma 9 and Theorem 16. Hence we recover Weyl’s
theorem: if both G and G′ are compact then the restriction of the Weil representation

to G̃ × G̃′ decomposes with multiplicity one. Furthermore, the description of Howe’s
correspondence for the dual pair (Ul,Ul′) follows.

Notice that there is one additional degenerate dual pair for which both members are
compact, namely (O∗

2, Spl′). It is not a “dual pair” because the centralizer of O∗
2 = U1

in the symplectic group is isomorphic to U2l′ , which contains Spl′ . The case (G,G′) =
(U1,U2l′) suffices to understand the degenerate pair (O∗

2, Spl′). Indeed, given the corre-
spondence Π ←→ Π′ for (U1,U2l′), by Howe’s theory, one obtains the correspondence
for the degenerate pair by restricting Π′ to Spl′ . The intertwining distributions for the
degenerate pair are therefore the same as those for (U1,U2l′).

1. The dual pair G = Ul, G′ = Ul′, where l ≤ l′

In this section we collect the properties of the dual pair (G,G′) = (Ul,Ul′) that will be
needed to compute the intertwining distributions. We assume without loss of generality
that l ≤ l′.

1.1. Lie supergroup realization. Consider V = Cl endowed with its usual positive
definite hermitian form (·, ·) preserved by G, and V′ = Cl′ endowed with the skew her-
mitian form (·, ·)′, equal to i times the usual hermitian form, preserved by G′. We regard
Cl|l′ = V ⊕ V′ as Z/2Z-graded vector space over C with V as even part and V′ as odd
part. Let ud denote the space of complex skew hermitian matrices of size d× d. Set

S = G×G′ =

{(
g 0
0 g′

)
; g ∈ G, g′ ∈ G′

}
, (2)

g =

{(
x 0
0 0

)
; x ∈ ul

}
, g′ =

{(
0 0
0 x′

)
; x′ ∈ ul′

}
, (3)
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s0 = g⊕ g′, s1 =

{(
0 w
w∗ 0

)
;w ∈Ml,l′(C)

}
, s = s0 ⊕ s1 , (4)

where w∗ = iwt and ·t denotes the transpose. Then (S, s) is a real Lie supergroup, i.e. a
real Lie group S together with a real Lie superalgebra s = s0 ⊕ s1 whose even part s0 is
the Lie algebra of S.

Define S ∈Ml+l′(C) by

S =

(
Il 0
0 −Il′

)
, (5)

where Id denotes the d × d identity matrix. Notice that for

(
x w
w∗ x′

)
,

(
y w′

w′∗ y′

)
∈ s,

we have

tr

(
S

(
x w
w∗ x′

)(
y w′

w′∗ y′

))
= tr(xy)− tr(x′y′) + 2Re tr(ww′∗) .

Define 〈(
x w
w∗ x′

)
,

(
y w′

w′∗ y′

)〉
= 2Re tr

(
S

(
x w
w∗ x′

)(
y w′

w′∗ y′

))
. (6)

(On the right-hand side, 2 Re tr is sometimes written as trC/R, that is the trace of a
complex d × d matrix considered as a real 2d × 2d matrix via the identification C ∋
a+ ib→

(
a b
−b a

)
∈M2(R).)

Restricted to s1, the form (6) defines a non-degenerate symplectic form. Set W =
Ml,l′(C) considered as a vector space over R. We endow W with the non-degenerate
symplectic form 〈·, ·〉 obtained by the identification

W ∋ w →
(

0 w
w∗ 0

)
∈ s1 , (7)

i.e. we set

〈w,w′〉 = 4Re tr(ww′∗) (w,w′ ∈W) , (8)

The restrictions of (6) to g and g′ yield two symmetric bilinear forms: 2Re tr(xy) and
−2Re tr(xy). Define

B(x, y) = 2π Re tr(xy) (x, y ∈ g) (9)

B′(x′, y′) = −2π Re tr(x′y′) (x′, y′ ∈ g′).

Here and in the following, we will often identify g with ul and g′ with ul′ via (3). In this
context, the unnormalized moment maps are

τ : W ∋ w → ww∗ ∈ g and τ ′ : W ∋ w → w∗w ∈ g′ . (10)

By (7), the action of S on s1 by conjugation corresponds to the action of G × G′ on W
given by

(g, g′).w = gwg′
−1

(g ∈ G, g′ ∈ G′, w ∈W). (11)
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1.2. Cartan subalgebras and Cartan subspaces. Let Ei,j ∈ gC = Ml(C) denote the
matrix with all entries equal to 0 except that of index (i, j), which is equal to 1. Let
E ′

h,k ∈ g′
C
=Ml′(C) be similarly defined. Set

Jj = iEj,j (1 ≤ j ≤ l), J ′
j = iE ′

j,j (1 ≤ j ≤ l′). (12)

Up to a conjugation, there is only one Cartan subspace h1 in s1. It consists of the
matrices as in (4) with

w =




w1 0 . . . 0 0 . . . 0
0 w2 . . . 0 0 . . . 0
...

...
. . .

...
...

...
0 0 . . . wl 0 . . . 0


 (13)

where wj ∈ R for 1 ≤ j ≤ l. Let h2
1
⊆ s0 be the subspace spanned by all the squares of

the elements

(
0 w
w∗ 0

)
∈ h1. Hence, h

2
1
consists of the matrices

diag(iy1, iy2, . . . , iyl, iy1, iy2, . . . , iyl, 0, 0, . . . , 0) =




∑l
j=1 yjJj 0 0

0
∑l

j=1 yjJ
′
j 0

0 0 0


 (14)

where y1, y2, . . . , yl ∈ R. Let h ⊆ g and h′ ⊆ g′ be the diagonal Cartan subalgebras. Then
the map

h1 ∋
(

0 w
w∗ 0

)
→
(

0 w
w∗ 0

)2

≡ (τ(w), τ ′(w)) ∈ h⊕ h′ (15)

induces the embedding

h ∋ diag(iy1, iy2, . . . , iyl) =
l∑

j=1

yjJj → diag(iy1, iy2, . . . , iyl, 0, . . . , 0) =
l∑

j=1

yjJ
′
j ∈ h′.

(16)
We shall identify h with its image in h′. Then we have a direct sum decomposition

h′ = h⊕ h′′, (17)

where h′′ consists of the matrices

diag(0, . . . , 0, iy′l+1, iy
′
l+2, . . . , iy

′
l′) =

l′∑

j=l+1

y′jJ
′
j

where y′l+1, y
′
l+2, . . . , y

′
l′ ∈ R.

Let us introduce coordinates on ih∗ and ih′∗. Let J∗
j , 1 ≤ j ≤ l, be the basis of h∗ which

is dual to Jj, 1 ≤ j ≤ l in the sense that J∗
j (Jk) = δj,k for all 1 ≤ j, k ≤ l. Similarly, let

J ′
j
∗, 1 ≤ j ≤ l′, be the basis of h′∗ which is dual to J ′

j, 1 ≤ j′ ≤ l. Set

ej = −iJ∗
j (1 ≤ j ≤ l), e′j = −iJ ′∗

j (1 ≤ j ≤ l′) . (18)
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If µ ∈ ih∗ and µ′ ∈ ih′∗, then µ =
∑l

j=1 µjej and µ
′ =
∑l′

j=1 µ
′
je

′
j with µj, µ

′
j ∈ R for all j.

1.3. Root structures. Let us fix the order of the roots of (g′
C
, h′

C
) so that µ′ ∈ ih′∗ is

regular and dominant if and only if

µ′
1 > µ′

2 > · · · > µ′
l′. (19)

For the roots of (gC, hC), we fix the order induced by the embedding of h in h′. Hence
µ ∈ ih∗ is regular and dominant if and only if

µ1 > µ2 > · · · > µl. (20)

Let ∆+ = {αk,j = ej − ek; 1 ≤ j < k ≤ l} be the corresponding set of positive roots
of (gC, hC). The root space corresponding to αk,j is (gC)αk,j

= CEk,j. Similarly, let

∆′+ = {α′
k,j = e′j − e′k; 1 ≤ j < k ≤ l′} be the set of positive roots for (g′

C
, h′

C
). We denote

by πg/h and πg′/h′ the product of all the elements of ∆+ and ∆′+, respectively. Moreover,
let z′ ⊆ g′ denote the centralizer of h ⊆ h′, and let πg′/z′ be the product of the positive
roots for which the root spaces do not occur in the complexification of z′. Explicitly,

πg/h(y) =
∏

1≤j<k≤l

i(−yj + yk) (y =

l∑

j=1

yjJj ∈ h) , (21)

πg′/h′(y
′) =

∏

1≤j<k≤l′

i(−y′j + y′k) (y′ =

l′∑

j=1

y′jJ
′
j ∈ h′) , (22)

πg′/z′(y
′) = πg/h(y

′) ·
∏

1≤j≤l

(−iy′j)l
′−l (y′ =

l∑

j=1

y′jJ
′
j ∈ h ⊆ h′) . (23)

The following notation uses the identification (7) between s1 and W. Accordingly, h1 is
identified with the subspace of matrices of the form (13). If πs0/h21

denotes the product of

the positive roots of h2
1
in the complexification of s0 = g⊕ g′, then

πs0/h21
(w2) = πg/h(τ(w))πg′/z′(τ

′(w)) (w ∈ h1). (24)

As one can see from (21) and (23),

πs0/h21
(w2) = C(h1)|πs0/h21(w

2)| , where C(h1) = (−1)l(l′−l)il(l
′−1) . (25)

We set

hreg = {y ∈ h; πg/h(y) 6= 0} = {y ∈ h; yj 6= yk (1 ≤ j < k ≤ l)} , (26)

h1
reg = {w ∈ h1; πs0/h21

(w2) 6= 0}
= {w ∈ h1; wj 6= ±wk (1 ≤ j < k ≤ l), wj 6= 0 (1 ≤ j ≤ l)} . (27)

The Weyl group W (G, h) acts on h by permutation of the coordinates. The Weyl group
W (S, h1) acts on h1 by sign changes and permutation of the coordinates; see [Prz06,
(6.3)]. Let h+ denote the positive Weyl chamber for ∆+. We fix the Weyl chamber h+

1

in h1 defined by w1 > w2 > · · · > wl > 0. Then h+ and h+
1
are fundamental domains for
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the actions of W (G, h) and W (S, h1), respectively. By [MPP20, Lemma 3.5], τ(h1
reg) is

W (G, h)-invariant and its closure is h ∩ τ(W). Hence

h ∩ τ(W) =
{ l∑

j=1

yjJj; yj ≥ 0 for all 1 ≤ j ≤ l
}
= τ(h1) (28)

is a W (G, h)-invariant domain.

1.4. Genuine representations. Let Z2 be the two element kernel of the metaplectic

cover S̃p(W)→ Sp(W). A representation Π of G̃ is called genuine provided its restriction

to Z2 is a multiple of the unique non-trivial character of Z2. A representation of G̃ which
occurs in the restriction of the Weil representation ω must be genuine (but in general not

all genuine representations of G̃ occurs in the restriction of ω to G̃).
For the dual pair (G,G′) = (Ul,Ul′) and with the above choice of ordering in ih∗, an

irreducible representation of Π of G̃ is genuine if and only if its highest weight is of the
form λ =

∑
j=1 λjej where

λj =
l′

2
+ νj , νj ∈ Z, ν1 ≥ ν2 ≥ · · · ≥ νl . (29)

By definition, the Harish-Chandra parameter of Π is µ = λ+ ρ, where

ρ =
l∑

j=1

( l + 1

2
− j
)
ej (30)

is half the sum of the positive roots of ∆+. The restriction to G̃ of the metaplectic cover,
G̃→ G, splits if and only if l′ is even; see for instance [MPP23, Proposition D.8]. In this
case, Π factors to a representation of G.

Similar properties, with the role of l and l′ reversed, hold for the genuine irreducible

representations of G̃′.

1.5. Compatible positive complex structures. Fix the compatible positive complex
structure J = −i1W on W, where 1W indicates the identity map. The corresponding
symmetric bilinear form on W is 4 times the real part of the canonical hermitian form:

〈J(w), w′〉 = 4Re tr(ww′t) (w,w′ ∈W) . (31)

Let Id denote the d × d identity matrix and recall the action (11) of S on W. Then J
can be realized as

Jg = −iIl = −i
l∑

j=1

Ej,j = −
l∑

j=1

Jj ∈ g (32)

acting on W by left multiplication, or as

Jg′ = iIl′ = i

l′∑

j=1

E ′
j,j =

l′∑

j=1

J ′
j ∈ g′ (33)
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acting on W is by minus the right multiplication.
Recall the symmetric bilinear forms B and B′ from (9). Let y =

∑l
j=1 yjJj = τ(w)

with w ∈ h1. Then −B(Jj , y) = 2πyj. Hence

2π
l∑

j=1

yj = −
l∑

j=1

B(Jj, y) = B(Jg, τ(w)) = 2πRe tr(Jgww
∗) =

π

2
〈J(w), w〉 . (34)

Similarly, let y =
∑l

j=1 yjJ
′
j = τ ′(w) with w ∈ h1. Then B

′(J ′
j, y) = 2πyj. Hence

2π
l∑

j=1

yj =
l∑

j=1

B′(J ′
j, y) = B′(Jg′, τ

′(w)) = 2πRe tr(Jg′w
∗w) = −2πRe tr(w(Jg′w)∗)

= −π
2
〈w, J(w)〉 = π

2
〈J(w), w〉 . (35)

1.6. The Cayley transform. Let sp(W) be the Lie algebra of Sp(W). Set

sp(W)c = {x ∈ sp(W); x− 1 is invertible} , (36)

Sp(W)c = {g ∈ Sp(W); g − 1 is invertible} . (37)

The Cayley transform c : sp(W)c → Sp(W)c is the bijective rational map defined by
c(x) = (x+1)(x− 1)−1. Its inverse c−1 : Sp(W)c → sp(W)c is given by the same formula,
c−1(g) = (g + 1)(g − 1)−1.

If (G,G′) is a reductive dual pair with G compact, then all eigenvalues of x ∈ g ⊆
End(W) are purely imaginary. So x−1 is invertible. Hence g ⊆ sp(W)c and the restriction
of c to g is analytic. One can show that, if G is a unitary group, then the range c(g) is
{g ∈ G; det(g − 1) 6= 0}, a connected dense subset of G containing −1 = c(0).

Let us consider the restriction of c to g as a map c : g→ G and fix a real analytic lift
c̃ : g → G̃ of c. Set c−(x) = c(x)c(0)−1 and c̃−(x) = c̃(x)c̃(0)−1. Then c−(0) = 1 and

c̃−(0) is the identity of the group S̃p(W).

1.7. Normalization of measures. We normalize the Lebesgue measure µW on W so
that the volume of the unit cube with respect to the form 〈J ·, ·〉 on W is 1. The same
normalization applies to each subspace of W, such as the Cartan subspace h1 of s1 defined
in (13). We shall employ the usual notation dw for dµW(w).

We now consider G = Un and g = un. On g, we fix the G-invariant (real) inner product

κ(x, y) = Re tr(xyt) = −Re tr(xy) . (38)

Set d = n2. Let {Xj; 1 ≤ j ≤ d} be a basis of g and let {X∗
j ; 1 ≤ j ≤ d} be the dual basis

of g∗. Then (
det(κ(Xj, Xk)

d
j,k=1)

)1/2
X∗

1 ∧ · · · ∧X∗
d (39)

is an alternating d-form on g that is independent of the basis of g with the same orientation
as the ordered basis {X1, . . . , Xd}. It defines a Lebesgue measure on g which we will denote
by dx. As basis {Xj; 1 ≤ j ≤ d} of g, we fix
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{Jj; 1 ≤ j ≤ n} ∪
{
Yj,k =

1√
2
(Ej,k − Ek,j); 1 ≤ j < k ≤ n

}

∪
{
Yk,j =

i√
2
(Ej,k + Ek,j); 1 ≤ j < k ≤ n

}
, (40)

which is orthonormal with respect to κ. For X ∈ g, let X̃ denote the corresponding

left-invariant vector field on G. Then the equations X̃∗
j (X̃k) = δj,k uniquely determine

d left-invariant 1-forms X̃∗
j on G. The measure on G associated with the left-invariant

d-form
Ω =

(
det(κ(Xj, Xk)

d
j,k=1)

)1/2
X̃∗

1 ∧ · · · ∧ X̃∗
d (41)

is a Haar measure on G, which we will denote by µ or simply by dg. Since Ω at the
identity 1 ∈ G coincides with (39), we will write that (dg)1 = dx. The Haar measure on

the preimage G̃ of G in the metaplectic group will be normalized so that vol(G̃) = 2 vol(G).
The restriction of κ to the subspace h of diagonal matrices in g is an inner product

on h. As above, this fixes a Haar mesure dh on H and Lebesgue measure dy on h such
that (dh)1 = dy. Notice that the choice of the basis (40) also fixes the orthonormal basis
{Jj; 1 ≤ j ≤ n} on h. Hence, if (y1, . . . , yn) are the coordinates on h with respect to this
basis, we have dy = dy1 · · · dyn.

We fix on G/H the quotient measure, i.e. the unique G-invariant measure d(gH) such
that ∫

G

f(g) dg =

∫

G/H

(∫

H

f(gh) d(gH)
)
dh (f ∈ C(G)) . (42)

With these normalizations, Weyl’s integration formula on g states the following (see
e.g. [DK00, Corollary 3.14.2] and [Mac80, pp. 94–95]): if f is a G-invariant integrable
function on g, then ∫

g

f(x) dx =
cWeyl

|W (G, h)|

∫

h

f(y)|πg/h(y)|2 dy , (43)

where |W (G, h)| is the cardinality of the Weyl group, πg/h is as in (21), and cWeyl is a
constant. To make this constant explicit, we need to fix an inner product 〈·, ·〉 on ih∗.
For λ ∈ ih∗ let yλ ∈ h be the unique element such that κ(yλ, y) = iλ(y) for every y ∈ h.
Define

〈λ, µ〉 = κ(yλ, yµ) (λ, µ ∈ ih∗) . (44)

In particular, yej = Jj because κ(Jk, yej) = iej(Jk) = δj,k for 1 ≤ k ≤ n. Hence 〈ej , ek〉 =
κ(Jj , Jk) = δj,k. Moreover, for every αk,j = ej − ek ∈ ∆, we have yαk,j

= Jj − Jk. Let ρ be
as in (30). Then

〈ρ, αk,j〉 =
n∑

r=1

(n+ 1

2
− r
)
〈er, ej − ek〉 = k − j .

Therefore
∏

α∈∆+

〈ρ, α〉 =
∏

1≤j<k≤n

(k − j) =
n−1∏

j=1

j! (45)
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Finally

cWeyl =
vol(G)

vol(H)
=

(2π)|∆
+|

∏
α∈∆+〈ρ, α〉

=
(2π)n(n−1)/2

∏n−1
j=1 j!

(46)

The kernel of the exponential map exp : h→ H is 2πhZ, where hZ = spanZ{Jj; 1 ≤ j ≤ n}.
Our normalization of the Lebesgue measure on h is such that vol(h/hZ) = 1. Hence
vol(H) = vol(h/2πhZ) = (2π)n vol(h/hZ) and (46) lead to

vol(H) = (2π)n and vol(G) =
(2π)n(n+1)/2

∏n−1
j=1 j!

(47)

Here and in the following, products on the empty set are by definition equal to 1.
Set

ch(x) = det(1− x)1/2
R

(x ∈ g) , (48)

where the subscript R indicates that we are viewing g as a vector space over R. Then ch
is G-invariant and

ch(y) =

n∏

j=1

(1 + y2j )
1/2 (y =

n∑

j=1

yjJj ∈ h) . (49)

Recall from subsection 1.6 the Cayley transform c : g→ G.

Lemma 1. With the fixed normalizations of the measures on G and g, for every integrable
function f on G, ∫

G

f(g) dg =

∫

g

f(c(x))jg(x) dx , (50)

where jg(x) = 2n
2
ch−2n(x).

Proof. By Lemma B.4, the integral f →
∫
g
f(c(x))jg(x) dx defines a Haar measure µG on

G. Hence µ = CgµG for some positive constant Cg. To determine Cg, we evaluate both
sides of (50) for f = 1.

By Weyl’s integration formula on g, see (43), and by (49),
∫

g

ch−2n(x) dx =
1

|W (G, h)|
µ(G)

µ(H)

∫

h

ch−2n(y)|πg/h(y)|2 dy

=
1

|W (G, h)|
µ(G)

µ(H)

∫

Rn

n∏

j=1

(1 + y2)−n
∏

1≤j<k≤n

(yj − yk)2 dy1 · · · dyn .

The last integral is computed in [FW08, (1.19) with α = β = n and γ = 1]. It is equal to

(2π)n2−n2
n!. Using that µ(H) = (2π)n, we conclude that

∫

g

ch−2n(x) dx = 2−n2

µ(G) .

Thus Cg = 2n
2
. �
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Remark 1. As shown e.g. in [MPP23, Appendix B], the function jg is the Jacobian of the
Cayley transform c : g→ G. Our normalization of the Haar measure on G is therefore so
that it agrees with the pushforward of the fixed measure dx on g via the Cayley transform.

We now come back to the notation G = Ul, G
′ = Ul′, and S = G×G′. Set

∆(H) =
{(

h 0
0 h

)
∈ M2l(C); h ∈ H

}
.

Then centralizer of h1 in S is
Sh1 = ∆(H)×Ul′−l , (51)

where the right-hand side is diagonally embedded in Ml+l′(C).
We fix on s = g × g′ the product Lebesgue measure of those fixed above for g and g′.

Similarly, we consider on S = G × G′ the Haar measure ds = dg dg′ which is product of
the Haar measures fixed on G and G′. Let κ and κ′ respectively denote the inner products
on g and g′ given by (38). The restriction of κ× κ′ to the Lie algebra ∆(h) of ∆(H) is

κ∆(h)((x, x), (y, y)) = −2Re tr(xy) (x, y ∈ h) .

This inner product fixes a Lebesgue measure on ∆(h) and an associated Haar measure on
∆(H). Then vol(∆(H)) = 2l/2 vol(H) = 2l/2(2π)l. We choose the Haar measure d

S
h
1
s on

Sh1 which is the product of the fixed Haar measures on ∆(H) and on Ul′−l. Thus

vol(Sh1) = vol(∆(H)) vol(Ul′−l) = 2l/2
(2π)(l

′−l)(l′−l+1)/2+l

∏l′−l−1
j=1 j!

. (52)

Finally, we endow S/Sh1 with the quotient measure, i.e. the unique S-invariant measure
d(sSh1) such that

∫

S

f(s) ds =

∫

S/S
h
1

(∫

S
h
1

f(st) d
S
h
1
t
)
d(sSh1) (f ∈ C(S)) . (53)

1.8. Orbital integrals. Let S ′(W)S denote the space of S-invariant tempered distribu-
tions on W, where the S-action is given by (11). For w ∈ h1

reg, the orbital integral
attached to the orbit O(w) = S.w is the element of S ′(W)S defined for φ ∈ S(W) by

µO(w),h1
(φ) =

∫

S/S
h
1

φ(s.w) d(sSh1) =
1

vol(Sh1)

∫

S

φ(s.w) ds .

By Weyl–Harish-Chandra integration formula on W, [MPP15, Theorem 21],

µW(φ) =

∫

τ(h+
1
)

|πs0/h21(w
2)|µO(w),h1

(φ) dτ(w) (φ ∈ S(W)) , (54)

where dτ(w) is a normalization of the Lebsegue measure on h so that the equality (54)
holds. Hence

dτ(w) = CWdy1 · · · dyl , (55)

where dy1 · · · dyl is the Lebesgue measure on h we fixed in subsection 1.7. The constant
CW will be computed in Lemma 12.
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Since, up to conjugates, h1 is the unique Cartan subspace in W and l ≤ l′, the Harish-
Chandra regular elliptic orbital integrals on W is the function

F : τ(h1
reg)→ S ′(W)S (56)

defined by

F (y) = Ch1
πg′/z′(y)µO(w),h1

(y = τ(w) = τ ′(w), w ∈ h1
reg) , (57)

where, by (25),

Ch1
= C(h1) i

dim(g/h) = (−1)l(l′−1)ill
′

.

Following Harish-Chandra’s notation, we shall write Fφ(y) for F (y)(φ), where φ ∈ S(W).
In [MPP20, Theorem 3.6] we proved that F has a unique extension from (56) to

F : h→ S∗(W)S (58)

which is supported in h ∩ τ(W) and is W (G, h)-skew-invariant:

F (sy) = sgng/h(s)F (y) (s ∈ W (G, h), y ∈ h) . (59)

The map (58) is smooth on the subset where each yj 6= 0 and, for any multi-index
α = (α1, . . . , αl) with

max(α1, . . . , αl) ≤ l′ − l − 1 (60)

the function ∂(Jα1
1 Jα2

2 . . . Jαl

l )F (y) extends to a continuous function on h∩τ(W) vanishing
on the boundary of h ∩ τ(W).

The computation of T (Θ̌Π) in section 2 uses the definition of F for l ≤ l′, as above. On
the other hand, to compute T (Θ̌Π′), we need to consider the fact that Ul′ is compact and
hence work with the pair (Ul′ ,Ul) and the rank relation l′ ≥ l.

When l′ > l, the Harish-Chandra regular elliptic orbital integrals on W is function
F ′ : τ(h1

reg)→ S ′(W)S defined by

F ′(y) = C ′
h1
πg/h(y)µO(w),h1

(y = τ(w), w ∈ h1
reg) , (61)

where

C ′
h1

= C(h1) i
dim(g′/h′) and dim(g′/h′) = l′(l′ − 1) .

(In our notation, F is attached to G and F ′ is attached to G′. The latter should not be
confused with a possible derivation of F .) By [MPP20, Theorem 3.4], F ′ extends to a
distribution-valued map on hreg∩τ(W) that isW (G, h)-skew-invariant and smooth in the
sense that it is differentiable in the interior of hreg∩τ(W) and any derivative of F ′ extends
to a continuous function on the closure in h of any connected component of hreg ∩ τ(W).

2. The intertwining distributions

In this section we compute the tempered distributions T (Θ̌Π) and T (Θ̌Π′) for genuine

representations Π of G̃ and Π′ of G̃′. These results are refiniments of those obtained in
[MPP23] in the case of the pair (Ul,Up,q) with p = l′ and q = 0.
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For two integers a, b ∈ Z define the following polynomial in the real variable ξ,

Pa,b,2(ξ) =

{∑b−1
k=0

a(a+1)···(a+k−1)
k!(b−1−k)!

2−a−kξb−1−k if b ≥ 1

0 if b ≤ 0,
(62)

where a(a+ 1) · · · (a + k − 1) = 1 if k = 0. We also set

Pa,b,−2(ξ) = Pb,a,2(−ξ) (ξ ∈ R, a, b ∈ Z) , (63)

Pa,b(ξ) = 2π
(
Pa,b,2(ξ)IR+(ξ) + Pa,b,−2(ξ)IR−(ξ)

)
(ξ ∈ R, a, b ∈ Z) , (64)

where IA denotes the indicator function of the set A. Notice that, if b ≥ 1, then

Pa,b,2(ξ) = (−1)b−12−a−b+1 Γ(−a+ 1)

Γ(−a− b+ 2) (b− 1)!
1F1

(
− b+ 1;−a− b+ 2; 2ξ

)

= (−1)b−12−a−b+1L−a−b+1
b−1 (2ξ) , (65)

where Γ is the gamma function, 1F1 is the confluent hypergeometric function, and Lα
n(x)

is a Laguerre polynomial. See [Erd53, 6.9(36), §10.12].
Set

δ =
l′ − l + 1

2
and β = 2π . (66)

Let µ ∈ ih∗ be the Harish-Chandra parameter of Π and define

aj = −µj − δ + 1, bj = µj − δ + 1 (1 ≤ j ≤ l) ,
as,j = −(sµ)j − δ + 1, bs,j = (sµ)j − δ + 1 (s ∈ W (G, h), 1 ≤ j ≤ l) .

(67)

Observe that aj = a1,j and bj = b1,j. Moreover, by (29), (30) and (66), all the as,j and
bs,j are integers.

Lemma 2. There is a nonzero constant C (which depends only of the dual pair (Ul,Ul′)),
such that for φ ∈ S(W)

T (Θ̌Π)(φ) = Cχ̌Π(c̃(0))

∫

h∩τ(W)

l∏

j=1

Paj ,bj ,2(βyj)e
−βyj · Fφ(y) dy (68)

=
C

|W (G, h)| χ̌Π(c̃(0))
∑

s∈W (G,h)

sgn(s)

∫

h∩τ(W)

l∏

j=1

Pas,j ,bs,j ,2(βyj)e
−βyj · Fφ(y) dy,

where χΠ is the central character of Π and c̃ is the fixed real analytic lift of the Cayley
transform; see subsection 1.6.

Proof. By the normalization of the Haar measure on G̃,

T (Θ̌Π)(φ) = 2

∫

G

Θ̌Π(g̃)T (g̃)(φ) dg.
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Since G = −G0, by [MPP23, Theorem 4], there is a non-zero constant C0 (which depends
only of the dual pair) such that for all φ ∈ S(W)

∫

G

Θ̌Π(g̃)T (g̃)(φ) dg = C0 χ̌Π(c̃(0))

∫

h∩τ(W)

(
l∏

j=1

(pj(yj) + qj(−∂(Jj))δ0(yj))
)
· Fφ(y) dy ,

(69)
where for all 1 ≤ j ≤ l

pj(yj) = Paj ,bj(βyj)e
−β|yj | (yj ∈ R) ,

qj is a polynomial in yj of degree −aj − bj = 2δ− 2 = l′ − l− 1, and δ0 is the Dirac delta
at 0. Because of the description (28) of h∩ τ(W), in the integrand, we can replace pj(yj)
with βPaj ,bj ,2(βyj)e

−βyj . Moreover,

( l∏

j=1

(
pj(yj) + qj(−∂(Jj))δ0(yj)

))
· Fφ(y)

=
∑

γ⊆{1,2,...,l}

βl−|γ|
∏

j /∈γ

Paj ,bj ,2(βyj)e
−βyj ·

∏

j∈γ

qj(−∂(Jj))δ0(yj) · Fφ(y) .

Let γ = {j1, . . . , jk} 6= ∅. Integration over the variables corresponding to γ yields

∫

yj1≥0

· · ·
∫

yjk≥0

( k∏

h=1

qjh(−∂(Jjh))δ0(yjh)
)
· Fφ(y) dyj1 · · · dyjk

=
[( k∏

h=1

qjh(−∂(Jjh))
)
· Fφ(y)

]
yj1=0,...,yjk=0

,

which vanishes by (60), since the degree of the polynomials qjh is equal to l′− l−1. Thus,
the integrals over h∩ τ(W) of all terms with γ 6= ∅ are zero, and the first equality in (68)
follows.

For the second equality, notice that, since (sy)j = ys−1(j), we have

l∏

j=1

Pas,j ,bs,j ,2(βyj)e
−βyj = e−β

∑l
j=1 yj

l∏

j=1

Pas,j ,bs,j ,2(βyj)

= e−β
∑l

j=1 ys−1(j)

l∏

j=1

Pa1,j ,b1,j ,2(βys−1(j))

=
l∏

j=1

Paj ,bj ,2(β(s
−1y)j)e

β(s−1y)j .

Since Fφ(sy) = sgn(s)Fφ(y) and h∩τ(W) isW (G, h)-invariant, the second equality follows.
�
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Corollary 3. The distribution T (Θ̌Π) is non-zero if and only if the highest weight λ =∑
j=1 λjej ∈ ih∗ of Π satisfies the condition

λ1 ≥ λ2 ≥ · · · ≥ λl ≥
l′

2
. (70)

Equivalently, if and only if the Harish-Chandra parameter µ of Π satisfies

µj ∈ δ + Z≥0 (1 ≤ j ≤ l) (71)

where Z≥0 denotes the set of non-negative integers.

Proof. Write µ = λ + ρ and λj =
l′

2
+ νj as in (29) and (30). Then (70) means that the

integers νj satisfy ν1 ≥ ν2 ≥ · · · ≥ νl ≥ 0. Since

µj = λj + ρj =
l′

2
+ νj +

l + 1

2
− j = δ + νj + (l − j)

and µ is strictly dominant, the conditions (70) and (71) are equivalent.
Notice that, since bj = µj − δ + 1, the condition (71) is also equivalent to bj ≥ 1 for

all 1 ≤ j ≤ l. If the distribution T (Θ̌Π) is non-zero, then none of the Paj ,bj ,2 can be
identically 0. So bj ≥ 1 for all 1 ≤ j ≤ l by (62).

It remains to show that the condition bj ≥ 1 for all 1 ≤ j ≤ l suffices for the non-
vanishing of the right-hand side of (68). We are going to use a non-direct argument
based on the properties of the Harish-Chandra elliptic orbital integrals (57), though an
alternative reasoning will be evident from Proposition 4 below.

According to [MPP20, (25)], given φ ∈ S(W)G, there is ψ ∈ S(g′) such that φ = ψ ◦ τ ′.
For s = (g, g′) ∈ S and w ∈W, we have by (10) and (11)

τ ′(s.w) = (s.w)∗(s.w) = (gwg′
−1
)∗(gwg′

−1
) = ig′wtwg′

−1
= Ad(g′)(iτ ′(w)) .

Hence, for y = τ(w) ∈ h ∩ τ(W),
∫

S

φ(s.w) ds =

∫

S

ψ(τ ′(s.w)) ds =
vol(G)

vol(H)

∫

G′

ψ
(
Ad(g′)(iτ ′(w))

)
dg′ .

The function

h ∩ τ(W) ∋ y = τ(w)→
∫

S

φ(s.w) ds =
vol(G)

vol(H)

∫

G′

ψ
(
Ad(g)(iτ ′(w))

)
dg′ ∈ C (72)

is in S(h ∩ τ(W))W (G,h). Any function in S(ig′)G′

is of the form

ix′ →
∫

G′

ψ
(
Ad(g′)(ix′)

)
dg′ (x′ ∈ ih′)

for a suitable ψ : ig′ → C is in S(ig′) by [Dad82, Corollary 1.5] with p = ig′. Thus, as φ
ranges in S(W)G, the function (72) describes an arbitrary element of S(h ∩ τ(W))W (G,h).
Therefore

h ∩ τ(W) ∋ y = τ(w)→ πg/h(y)

∫

S

φ(s.w) ds ∈ C
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is an arbitrary W (G, h)-skew-invariant element of S(h ∩ τ(W)). Hence, if (68) were zero,
then the function

l∏

j=1

Paj ,bj ,2(βyj)e
−βyj · πg′/z′(y)

πg/h(y)

would have to be W (G, h)-invariant. Equivalently,

l∏

j=1

Paj ,bj ,2(βyj)

would have to be W (G, h)-invariant. This is not possible if bj ≥ 1 for all j. Indeed, µ
is strictly dominant and hence, by (62), the Paj ,bj ,2 are non-zero polynomials of different

degrees. Thus, the distribution T (Θ̌Π) is not zero when the condition (70) is satisfied. �

Remark 2. The condition (71) means precisely that Π occurs in Howe’s correspondence,
see for example [Prz96, (A.5.2)]. Recall that we have chosen the Harish-Chandra param-
eter µ to be strictly dominant, i.e. so that µ1 > µ2 > · · · > µl, but, in fact, the condition
(71) does not depend on the choice of the order of roots.

Proposition 4. With the notation of Lemma 2 and Corollary 3, let

Pµ(y) =
l∏

j=1

Paj ,bj ,2(βyj) (y ∈ h). (73)

The distribution T(Θ̌Π) is a real analytic GG′-invariant function on W. For w ∈ h1 it is
given by the following formula:

T(Θ̌Π)(w) = C• χ̌Π(c̃(0)) e
−π

2
〈J(w),w〉

( 1

πg/h(y)

∑

s∈W (G,h)

sgn(s)Pµ(sy)
)

(74)

= C• χ̌Π(c̃(0)) e
−π

2
〈J(w),w〉

( 1

πg/h(y)

∑

s∈W (G,h)

sgn(s)Psµ(y)
)
,

where C• is a constant depending only on the dual pair, J = −i1W is the fixed positive
compatible complex structure on W, β = 2π, and y = τ(w) ∈ h. The sum in (74) is a
W (G, h)-skew symmetric polynomial. Hence its quotient by πg/h is a W (G, h)-invariant
polynomial on h. This W (G, h)-invariant polynomial extends uniquely to a G-invariant

polynomial P̃µ on g. Thus

T(Θ̌Π)(w) = C• χ̌Π(c̃(0)) e
−π

2
〈J(w),w〉P̃µ(τ(w)) (w ∈W). (75)

Proof. From Lemma 2 and formulas (59), (25) and (34), we see that for any φ ∈ S(W),

T (Θ̌Π)(φ)

= Cχ̌Π(c̃(0))

∫

h∩τ(W)

e−β
∑l

j=1 yjPµ(y)Fφ(y) dy
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= Cχ̌Π(c̃(0))

∫

h∩τ(W)

e−β
∑l

j=1 yj
( 1

|W (G, h)|
∑

s∈W (G,h)

sgn(s)Pµ(sy)
)
Fφ(y) dy

= CCh1
χ̌Π(c̃(0))

∫

τ(h+1 )

e−β
∑l

j=1 yj
( ∑

s∈W (G,h)

sgn(s)Pµ(sy)
)
πg′/z′(y)

∫

S/S
h
1

φ(s.w) ds dy

= C•χ̌Π(c̃(0))

∫

τ(h+1 )

e−
π
2
〈J(w),w〉P̃µ(y)|πs0/h21(w

2)|µO(w),h1
(φ) dτ(w) ,

where CW is as in (55) and C• = C−1
W CCh1

C(h1). The Weyl–Harish-Chandra integration
formula on W, (54), implies then the result. �

We now reverse the roles of G and G′ and compute the intertwining distribution T(Θ̌Π′)

for a genuine irreducible unitary representation Π′ of G̃′. Recall the decomposition h′ =
h⊕ h′′ from (17). Applying the results from [MPP23] to the dual pair (Ul′ ,Ul), we have
to replace the form B with B′, see (9). Notice that if x′ = x + x′′ ∈ h′ = h ⊕ h′′ and
y ∈ h ⊆ h′, then B′(x′, y) = B′(x, y) = −B(x, y), where in the last equality we used the
identification of h ⊆ g and h ⊆ g′ coming from (16). This will lead some sign changes in
the formulas for T (Θ̌Π′), as we will detail below.

Define s0 ∈ W (G′, h′) by

s0(J
′
j) =

{
J ′
l+j (1 ≤ j ≤ l′ − l)
J ′
j−l′+l (l′ − l + 1 ≤ j ≤ l′).

(76)

Equivalently,

(s0µ
′)j = µ′

s−1
0 (j)

=

{
µ′
l′−l+j (1 ≤ j ≤ l)

µ′
j−l (l + 1 ≤ j ≤ l′) .

(77)

Set

as0,j = −(s0µ′)j − δ + 1, bs0,j = (s0µ
′)j − δ + 1 (1 ≤ j ≤ l′) , (78)

a′s,j = −(sµ′)j − δ′ + 1, b′s,j = (sµ′)j − δ′ + 1 (s′ ∈ W (G′, h′), 1 ≤ j ≤ l′) . (79)

where δ is as in (66) and

δ′ =
l − l′ + 1

2
. (80)

Notice that s0 is the identity map if l = l′. In this case, the symbols as0,j and bs0,j coincide
with those introduced in (67). Moreover, as0,j = a′s0,j and bs0,j = b′s0,j. If l < l′, then there
is no overlapping notation between (78) and (67) beacuse s0 /∈ W (G, h).

We will treat separately the cases l′ > l and l′ = l.

Proposition 5. Suppose that l′ > l and let Π′ be a genuine representation of G̃′ with
Harish-Chandra parameter µ′ ∈ ih′∗. Then T (Θ̌Π′) 6= 0 if and only if the following
conditions hold:

−(s0µ′)|h ∈ δ + Z≥0, (81)

(s0µ
′)|h′′ = ρ′′ , (82)
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where

ρ′′ =

l′−l∑

j=1

( l′ − l + 1

2
− j
)
el+j =

l′−l∑

j=1

(
δ − j

)
el+j (83)

is the ρ-function of the group Ul′−l diagonally embedded in Ul′ as {1l} ×Ul′−l.
Let

Ps0µ′(y) =

l∏

j=1

Pbs0,j ,as0,j ,2
(βyj) (y ∈ h). (84)

The distribution T(Θ̌Π′) is a smooth GG′-invariant function on W. For w ∈ h1
reg, it is

given by the following formula:

T(Θ̌Π′)(w) (85)

= C ′
• χ̌Π′(c̃(0))

l∏

j=1

(−(s0µ′)j + δ − 1)!

(−(s0µ′)j − δ)!
e−

π
2
〈J(w),w〉

( 1

πg/h(y)

∑

s∈W (G,h)

sgn(s)Ps0µ′(βsy)
)

= C ′
• χ̌Π′(c̃(0))

l∏

j=1

(−(s0µ′)j + δ − 1)!

(−(s0µ′)j − δ)!
e−

π
2
〈J(w),w〉

( 1

πg/h(y)

∑

s∈W (G,h)

sgn(s)Pss0µ′(βy)
)
,

(86)

where C ′
• is a non-zero constant depending only on the dual pair, for all 1 ≤ j ≤ l

−(s0µ′)j + δ − 1 = −bs0,j and − (s0µ
′)j − δ = as0,j − 1

are strictly positive, J = −i1W is the fixed positive compatible complex structure on W,
β = 2π, and y = τ(w) = τ ′(w) ∈ h. The sum in (85) is a W (G, h)-skew symmetric
polynomial. Hence its quotient by πg/h is a W (G, h)-invariant polynomial on h.

Proof. We start by following the arguments leading to [MPP23, Theorem 5] with the role
of Ul and Ul′ reversed. By [MPP23, Corollary 28], T (Θ̌Π′) = 0 unless there is s ∈ W (G′, h′)
such that

(sµ′)|h′′ = ρ′′. (87)

Moreover, (87) holds if and only if µ′ contains a string of length l′ − l equal to the
coefficients of ρ′′, i.e. there is j0 ∈ {0, 1, . . . , l} such that

µ′
j0+j = ρ′′l+j and s(Jj0+j) = Jl+j (1 ≤ j ≤ l′ − l) . (88)

Furthermore, if (87) holds, then for every for any φ ∈ S(W)

T (Θ̌Π′)(φ) = C χ̌Π(c̃(0))
∑

s∈W (G′,h′), (sµ′)|h′′=ρ′′

sgng′/h′(s)

×
∫

h′
ξ−sµ′(ĉ−(x)) ch

l−l′−1(x)

∫

τ(h1
reg)

e−iB(x,y)F ′
φ(y) dy dx. (89)

where C is a non-zero constant which depends only on the dual pair (Ul,Ul′), ĉ− is
as in [MPP23, Corollary 28], F ′ is Harish-Chandra elliptic orbital integral on W as in
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(61), each consecutive integral is absolutely convergent, and we have used the equality
B′(x, y) = −B(x, y).

Let s ∈ W (G′, h′) and y ∈ τ(h1) be fixed. By [MPP23, Lemma 29] and the change of
variable x → −x to compensate the opposite sign for B(x, y), we have (in the sense of
distributions on τ(h1

reg)),

∫

h

ξ−sµ′(ĉ−(x)) ch
l−l′−1(x)e−iB(x,y) dx =

( l∏

j=1

Pa′s,j ,b
′

s,j
(−βyj)

)
e−β

∑l
j=1 |yj |, (90)

where a′s,j, b
′
s,j are as in (67) with µ′ instead of µ, β = 2π as in (66), and Pa′,b′ is defined

in (64).
Let us first study the support of the right-hand side of (90) for some special elements

in W (G′, h′). Let j0 ∈ {0, 1, . . . , l} and consider the permutation sj0 in W (G′, h′) defined
as follows:

sj0(Jj) =





Jj (1 ≤ j ≤ j0)

Jl−j0+j (j0 + 1 ≤ j ≤ j0 + l′ − l)
Jj−l′+l (j0 + l′ − l + 1 ≤ j ≤ l′) ,

(91)

i.e.

{1, . . . , j0} {j0 + 1, . . . , l} {l + 1, . . . , l′}

{1, . . . , j0} {j0 + 1, . . . , j0 + l′ − l} {j0 + l′ − l + 1, . . . , l′}

sj0

Equivalently,

(sj0µ
′)j = µ′

s−1
j0

(j)
=





µ′
j (1 ≤ j ≤ j0)

µ′
l′−l+j (j0 + 1 ≤ j ≤ l)

µ′
j0−l+j (l + 1 ≤ j ≤ l′) .

(92)

Then (sj0µ
′)|h′′ = ρ′′. Moreover, by [MPP23, Lemma 25] with yj replaced by −yj,

l∏

j=1

Pa′sj0 ,j ,b
′

sj0
,j
(−βyj)

= βl
( j0∏

j=1

Pa′j ,b
′

j ,2
(−βyj)IR−(yj)

)( l∏

j=j0+1

Pa′
j+l′−l

,b′
j+l′−l

,−2(−βyj)IR+(yj)
)

= βl
( j0∏

j=1

Pb′j ,a
′

j ,−2(βyj)IR−(yj)
)( l∏

j=j0+1

Pb′
j+l′−l

,a′
j+l′−l

,2(βyj)IR+(yj)
)
. (93)
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has support equal to the closure of
(∑j0

j=1R
−Jj
)
⊕
(∑l

j=j0+1R
+Jj
)
. This support is equal

to τ(h1) if and only if j0 = 0, and its intersection with τ(h1) has empty interior otherwise.
Notice that, by the dominance of µ′ and the definition of s0, for j0 = 0 we have:

0 ≥ δ′ = ρ′′l′ = µ′
l′−l > µ′

l′−l+1 = (s0µ
′)1 > · · · > µ′

l′ = (s0µ
′)l, (94)

where the µ′
j’s and δ

′ are either all in Z or all in Z+ 1
2
. Since −δ′+1 = δ, the inequalities

(94) are equivalent to (81). Moreover,

0 ≥ b′s0,1 > · · · > b′s0,l.

Since

a′s0,j + b′s0,j = −2δ′ + 2 = l′ − l + 1 , (95)

we also have

1 ≤ a′s0,1 < · · · < a′s0,l . (96)

An argument as in [MPP23, Lemma 26] shows that if µ′ and s ∈ W (G′, h′) satisfy (88)

for j0 ∈ {1, . . . , l} then the intersection of the support of
∏l

j=1 Pa′s,j ,b
′

s,j
with τ(h1) has

empty interior. By (89), this means that T (Θ̌Π′) = 0 unless (88) holds with j0 = 0:

µ′
j = ρ′′l+j (1 ≤ j ≤ l′ − l), i.e. (s0µ

′)j = ρ′′j (l + 1 ≤ j ≤ l′) , (97)

and in this case, the sum on the right-hand side of (89) is over all s ∈ W (G′, h′) satisfying
s(Jj) = Jl+j for all 1 ≤ j ≤ l′ − l. Moreover, for such an s,

ss−1
0 |h′′ = 1 and ss−1

0 (h) = h. (98)

The condition ss−1
0 (h) = h and the identification (16) allow us to consider ss−1

0 as per-
mutation of {J1, . . . , Jl} and hence an element of W (G, h). Furthermore, in this case, the
contribution to (89) from s agrees with that of s0.

The analogue of [MPP23, (169), (170)] is the following formula, which holds for every
φ ∈ S(W):

T (Θ̌Π′)(φ) = C χ̌Π′(c̃(0))

∫

τ(h1
reg)

( l∏

j=1

Pb′s0,j
,a′s0,j

,2(βyj)
)
e−β

∑l
j=1 |yj |F ′

φ(y) dy , (99)

where C is a non-zero constant which depends on the dual pair (Ul,Ul′) and the product
of polynomials is nonzero because of (96) and (62).

By (57), (61) and (23), we see that, up to a constant of absolute value 1,

F ′(y) =
l∏

j=1

yl−l′

j F (y) (y = τ(w) = τ ′(w) ∈ h) .

Observe that, for 1 ≤ j ≤ l,

a′s0,j = as0,j + (δ − δ′) and b′s0,j = bs0,j + (δ − δ′) . (100)
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Moreover, for all 1 ≤ j ≤ l, we have as0,j = −(s0µ′)j+δ
′ ≥ 1 by (94), bs0,j = (s0µ

′)j+δ
′ < 0

by (81), and δ − δ′ = l′ − l ≥ 0. Lemma A.1 with a = bs0,j, b = as0,j and c = δ − δ′ yields

yl−l′

j Pb′s0,j
,a′s0,j

,2(βyj) = 2l−l′

j

(−bs0,j)!
(as0,j − 1)!

Pbs0,j ,as0,j ,2
(βyj) (1 ≤ j ≤ l, y ∈ h) . (101)

Since h ∩ τ(W) is the closure of τ(h1
reg), we obtain, for a possibly different constant C,

T (Θ̌Π′)(φ) = C χ̌Π′(c̃(0))

l∏

j=1

(−bs0,j)!
(as0,j − 1)!

∫

h∩τ(W)

( l∏

j=1

Pbs0,j ,as0,j ,2
(βyj)

)
e−β

∑l
j=1 |yj |Fφ(y) dy .

(102)
Formula (85) is then obtained, by replacing as0,j and bs0,j with their defintions and by
computations similar to those in the proof of Proposition 4. The formula also shows that
T (Θ̌Π′) 6= 0 whenever µ′ satisfies the conditions (81) and (82). �

If l = l′, then Corollary 3 and Proposition 4 apply. However, as in the case l < l′,
reversing the roles of G and G′ changes the form B to −B. Hence, one has to replace µ′

with −µ′ in the analog of the novanishing condition (71) for T (Θ̌Π′). Replacing µ′ with
−µ′ also exchanges the indices aj and bj in the explicit expression for T (Θ̌Π′) given in
(74). We obtain the following proposition.

Proposition 6. Suppose that l′ = l and let Π′ be a genuine representation of G̃′ with
Harish-Chandra parameter µ′ ∈ ih′∗. Then T (Θ̌Π′) 6= 0 if and only

−µ′ ∈ δ′ + Z≥0. (103)

Let

Pµ′(y) =
l∏

j=1

Pb′j ,a
′

j ,2
(βyj) (y ∈ h). (104)

The distribution T (Θ̌Π′) is a smooth GG′-invariant function on W. For w ∈ h1
reg, it is

given by the following formula:

T (Θ̌Π′)(w) = C ′
• χ̌Π′(c̃(0))e−

π
2
〈J(w),w〉

( 1

πg/h(y)

∑

s∈W (G,h)

sgn(s)Pµ′(βsy)
)

= C ′
• χ̌Π′(c̃(0)) e−

π
2
〈J(w),w〉

( 1

πg/h(y)

∑

s∈W (G,h)

sgn(s)Psµ′(βy)
)
, (105)

where C ′
• is a non-zero constant depending only on the dual pair, J = −i1W is the fixed

positive compatible complex structure on W, β = 2π, and y = τ(w) = τ ′(w) ∈ h. The
sum in (105) is a W (G, h)-skew symmetric polynomial. Hence its quotient by πg/h is a
W (G, h) invariant polynomial on h.

If l′ = l, then s0 is the identity map, δ′ = δ = 1/2, and −bs0,j = as0,j − 1 for all
1 ≤ j ≤ l. Hence Proposition 5 reduces to Proposition 6 once we exclude the empty
condition (s0µ

′)|h′′ = ρ′′, see (82). With this adjustment, we can and will unify the study
of T(Θ̌Π′) in the cases l′ > l and l′ = l.
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Corollary 7. Let Π and Π′ be genuine representations of G and G′ of Harish-Chandra
parameters µ and µ′ respectively. Suppose that Π satisfies (71), so that T (Θ̌Π) 6= 0. Then
T(Θ̌Π′) is a non-zero constant multiple of T(Θ̌Π) if and only if the following conditions
are satisfied:

(a) there is s ∈ W (G, h) such that

−sµ = (s0µ
′)|h , (106)

where s0 ∈ W (G′, h) is given by (76);
(b) (s0µ

′)|h′′ = ρ′′ (when l′ > l).

Explicitly, (106) means that

−µj = µ′
l′+1−j (1 ≤ j ≤ l) . (107)

Regardless of the dominance conventions for µ and µ′ fixed in (19) and (20), T(Θ̌Π′) is a
non-zero constant multiple of T(Θ̌Π) if and only if µ and µ′ can be chosen in their Weyl
group orbits so that

µ′|h = −µ , (108)

µ′|h′′ = ρ′′ (if l′ > l). (109)

Proof. Condition (b) is part of the nonvanishing of T(Θ̌Π′) when l′ > l. By (74) and
(85), T(Θ̌Π′) is a non-zero constant multiple of T(Θ̌Π) is and only if there is s′ ∈ W (G, h)
such that Ps′µ = Ps0µ. In turn, this holds if and only if there is s ∈ W (G, h) such that
as,j = bs0,j for all 1 ≤ j ≤ l, i.e. −(sµ)j = (s0µ

′)j for all 1 ≤ j ≤ l. This proves (106).
The chosen dominance orders for µ and µ′ fix uniquely the element s ∈ W (G, h) for which
such an equality may hold, namely, s−1(j) = l − j + 1 for all 1 ≤ j ≤ l. Together with
the definition of s0, this yields (107). �

Since, by (1),

OP(K(T(Θ̌Π))) = ω(Θ̌Π) and OP(K(T(Θ̌Π′))) = ω(Θ̌Π′),

Corollary 7 implies the following result, which gives the lists of representations Π ⊗ Π′

occurring in Howe’s correspondence for (Ul,Ul′).

Corollary 8. When restricted to the group G̃G̃′, the Weil representation ω decomposes
into the Hilbert direct sum of irreducible components of the form CΠ⊗Π′ ·Π⊗Π′, where Π′

is determined by Π via the conditions (a) and, if l′ > l, (b) of Corollary 7, and CΠ⊗Π′ is
some positive (integral) constant.

Remark 3. Suppose that Π ⊗ Π′ occurs in Howe’s correspondence. Then the misterious
factor appearing in (85) has the following interpretation:

l∏

j=1

(−(s0µ′)j + δ − 1)!

(−(s0µ′)j − δ)!
= (−1)l(l−1)/2dimΠ′

dimΠ

l∏

j=1

(l′ − j)!
(l − j)! ;

see Appendix C.
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Remark 4. Let Z = {±1} be the center of the Sp(W) and Z̃ its preimage in S̃p(W). Since

Z ⊆ G∩G′ and c̃(0) ∈ Z̃, if Π⊗Π′ occurs in the restriction of ω to G̃G̃′, then the central
characters of Π and Π′ must coincide: χ̌Π(c̃(0)) = χ̌Π′(c̃(0)).

Notice that c̃(0) ∈ S̃p(W) projects to −1 under the metaplectic cover S̃p(W)→ Sp(W).

Hence c̃(0)2 ∈ Z2, the two element kernel of the cover. So c̃(0)4 = 1 in S̃p(W). It follows
that χ̌Π(c̃(0)) is a 4th-root of unity. More precisely, suppose that Π has Harish-Chandra

parameter µ = λ + ρ. The center of g is RJg = R
∑l

j=1 Jj, see (32). Since c̃(0) projects

to −1 under the metaplectic cover, c̃(0) = ẽxp(π
∑l

j=1 Jj), where ẽxp : g → G̃ is the

exponential map. Observe that µ(π
∑l

j=1 Jj) = iπ
∑l

j=1 µj. Hence, if 1Π denotes the
identity map on the space of Π,

Π̌(c̃(0)) = Π(c̃(0)−1) = Π
(
ẽxp(−π

l∑

j=1

Jj)
)

= ±eµ(−π
∑l

j=1 Jj))1Π = ±eiπ
∑l

j=1 µj1Π = ±(−1)
∑l

j=1 µj1Π ,

which shows that
χ̌Π(c̃(0)) = ±(−1)

∑l
j=1 µj , (110)

where the ± sign is determined by the choice of c̃ and hence independent of Π.

3. Multiplicity-one decomposition

This final section is devoted to the proof that the constant CΠ⊗Π′ occurring in Corollary

8 is equal to 1, i.e. that each irreducible representation Π ⊗ Π′ of G̃ × G̃′ contained in
the oscillatory representation occurs with multiplicity one, see Theorem 16 below. This
is a well known and fundamental fact due to Hermann Weyl, [Wey46]. Our proof is
independent of the original one and uses the interwining distributions. Observe that,
since the constant CΠ⊗Π′ is a positive integer, it is enough to check that it is one up to a
constant of absolute value 1.

Lemma 9. Suppose that Π ⊗ Π′ occurs in the restriction of ω to G̃G̃′. Then Π ⊗ Π′ is
contained in ω exactly once (equivalently, the constant CΠ⊗Π′ of Corollary 8 is equal to 1)
if and only if

T(Θ̌Π)(0) = vol(G̃) · dimΠ′ . (111)

Proof. Let PΠ denote the projection of ω onto its G̃-isotypic component of type Π. Then

vol(G̃) · PΠ = dimΠ ·
∫

G̃

Θ̌Π(g̃)ω(g̃) dg̃

= dimΠ ·
∫

G̃

Θ̌Π(g̃) OP(K(T (g̃))) dg̃

= dimΠ ·OP ◦K
(∫

G̃

Θ̌Π(g̃)T (g̃) dg̃
)

= dimΠ ·OP ◦K
(
T (Θ̌Π)

)
.
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Also,

tr(OP ◦K(T (Θ̌Π))) = T (Θ̌Π)(0)

by [AP14, (148)] and [How80, Theorem 3.5.4,(b)]. It follows that the dimension of the
isotypic component of type Π is

tr(PΠ) = dimΠ · tr
(
OP

(
K(T (Θ̌Π)

)) 1

vol(G̃)

= dimΠ · T (Θ̌Π)(0)

vol(G̃)
.

Hence Π⊗ Π′ is contained in ω exactly once if and only if (134) holds. �

The value T(Θ̌Π)(0) agrees with the value at 0 of the the function e
π
4
〈J(w),w〉T(Θ̌Π)(w),

determined in Proposition 4. The apparent singularity at 0 due to the division by πg/h
will be taken care of by Lemma 10 below. We first need some notation.

Consider the standard inner product Bs(x, y) = − tr(xy) on h, extended to the com-
plexification hC of h by C-bilinearity. Notice that Bs(Jj, Jk) = δj,k, the Kronecker delta,
for all 1 ≤ j, k ≤ l. For every λ ∈ h∗

C
, let xλ ∈ hC be the unique element satisfying

λ(x) = Bs(x, xλ) for all x ∈ hC. For instance, xJ∗

j
= Jj and xej = −iJj = Ej,j ∈ ih for

every 1 ≤ j ≤ l. Define ∂(ej) as the differential operator ∂(Ej,j) = ∂xj
where xj = iyj for

y =
∑l

j=1 yjJj ∈ h.

Recall that we denote by Σl the group of permutations of {1, 2, . . . , l}. The following
lemma is a slight modification of a result by Harish-Chandra. We provide a proof for the
sake of completeness.

Lemma 10. For every smooth function f : h→ C

(
∂(πg/h)(πg/hf)

)
(0) =

( l∏

k=0

k!
)
f(0) . (112)

Proof. In terms of the coordinates xj = iyj (1 ≤ j ≤ l),

∂(πg/h) =
∏

1≤j<k≤l

(∂xj
− ∂xk

) =
∑

s∈Σl

sgn(s)∂s(1)−1
x1

· · ·∂s(l)−1
xl

. (113)

By the product rule,
(
∂(πg/h)(πg/hf)

)
(0) = ∂(πg/h)(πg/h)f(0) .

Moreover, if δs,t denotes Kronecker’s delta, then

∂(πg/h)(πg/h) =
∑

s∈Σl

sgn(s)∂s(1)−1
x1

· · ·∂s(l)−1
xl

(∑

t∈Σl

sgn(t)x1
t(1)−1 · · ·xlt(l)−1

)

=
∑

s∈Σl

sgn(s)
(∑

t∈Σl

sgn(t) δs,t

l∏

k=1

(t(k)− 1)!
)
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= |Σl|
l∏

k=1

(k − 1)! =

l∏

k=1

k! . (114)

�

Lemma 11. Keep the notation of Proposition 4. Up to a constant of absolute value (and
independent of Π),

( l∏

k=1

k!
)
T(Θ̌Π)(0) = C• χ̌Π(c̃(0))

2 π
l(l−1)

2 2l(l
′−1)|W (G, h)| dimΠ′ . (115)

Proof. By Lemma 10, T(Θ̌Π)(0) can be computed from (112) by evaluating at 0 the
function

e
π
4
〈J(w),w〉T(Θ̌Π′)(w)

determined in Proposition 4. In the computations below, we abbreviate C• χ̌Π(c̃(0)) as
kΠ.

Set zj = 2πyj. By (74) and (112),

( l∏

k=1

k!
)
T(Θ̌Π)(0)

= kΠ∂(πg/h)
( ∑

t∈W (G,h)

sgn(t)

l∏

j=1

P−(tµ)j−δ+1,(tµ)j−δ+1,2(2πyj)
)
(0)

= kΠ(−2iπ)
l(l−1)

2

∏

1≤j<k≤l

(∂zj − ∂zk)
( ∑

t∈W (G,h)

sgn(t)

l∏

j=1

P−(tµ)j−δ+1,(tµ)j−δ+1,2(zj)
)
(0)

= kΠ(−2iπ)
l(l−1)

2

∑

t∈W (G,h)

sgn(t)
∑

s∈W (G/h)

sgn(s)
l∏

j=1

(
∂s(j)−1
zj

P−(tµ)j−δ+1,(tµ)j−δ+1,2

)
(0)

= kΠ(−2iπ)
l(l−1)

2

∑

t,s∈W (G,h)

sgn(ts)
l∏

j=1

(
∂s(j)−1
zj

P−(tµ)j−δ+1,(tµ)j−δ+1,2

)
(0)

= kΠ(−2iπ)
l(l−1)

2 |W (G, h)|
∑

s∈W (G,h)

sgn(s)

l∏

j=1

(
∂s(j)−1
zj

P−µj−δ+1,µj−δ+1,2

)
(0) . (116)

According to Lemma A.3,

∂s(j)−1
zj

P−µj−δ+1,µj−δ+1,2(0) = P−µj−δ+1,µj−s(j)−δ+2,2(0)

= (−1)µj−δ−s(j)+1 2s(j)+2(δ−1)

(
µj + δ − 1

s(j) + 2(δ − 1)

)
, (117)
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where last equality holds under the assumption that µj ≥ δ − 1 + s(j) for all 1 ≤ j ≤ l.
Notice that

l∏

j=1

(
µj + δ − 1

s(j) + 2(δ − 1)

)
=

l∏

j=1

(µj + δ − 1)!

(s(j) + 2(δ − 1))!(µj − s(j)− δ + 1)!

=
l∏

j=1

1

(j + 2(δ − 1))!

l∏

j=1

(µj + δ − 1)!

(µj − s(j)− δ + 1)!

=
l∏

j=1

1

(l′ − j)!

l∏

j=1

(µj + δ − 1)!

(µj − s(j)− δ + 1)!
. (118)

Hence, omitting constants of absolute value one and independent of Π, we obtain

∑

s∈W (G,h)

sgn(s)
l∏

j=1

∂s(j)−1
zj

P−µj−δ+1,µj−δ+1,2(0) (119)

= 2ll
′−

l(l+1)
2 (−1)

∑l
j=1 µj

∑

s∈W (G,h)

sgn(s)
l∏

j=1

(
µj + δ − 1

s(j) + 2(δ − 1)

)

= 2ll
′−

l(l+1)
2 (−1)

∑l
j=1 µj

l∏

j=1

(µj + δ − 1)!

(l′ − j)!
∑

s∈W (G,h)

sgn(s)

l∏

j=1

1

(µj − s(j)− δ + 1)!
.

Notice that (−1)
∑l

j=1 µj = ±χ̌Π(c̃(0)) by Remark 4, where the sign is independent of µ.
By (D.13),

∑

s∈W (G,h)

sgn(s)
l∏

j=1

(µj − δ)!
(µj − s(j)− δ + 1)!

=
∏

1≤j<k≤l

(µj − µk) . (120)

Hence the left-hand side of (119) is equal to

2ll
′− l(l+1)

2

l∏

j=1

1

(l′ − j)!
(µj + δ − 1)!

(µj − δ)!
∏

1≤j<k≤l

(µj − µk) , (121)

This is an equality of rational functions, so it holds without the assumptions on the µj’s
we made to obtain it. Using (107) and Lemma C.5, we deduce (115). �

It remains to compute the constant C• = C−1
W CCh1

C(h1) appearing in Proposition 4,
hence the constant C from Lemma 2 because both Ch1

and C(h1) have absolute value

one. In turn, by (69), C = 2(2π)lC0 where C0 is the constant computed in [MPP23,
Theorem 2]. We therefore need to follow all computations that lead us to C0. Some care
is needed because the equalities in [MPP23] were stated at up non-zero constants, which
also allowed us to assume that vol(G) = vol(G′) = 1.

We start by computing the normalization constant CW appearing in the Weyl–Harish-
Chandra integration formula on W, see (55). Recall that the Lebesgue measure on W =
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Ml,l′(C) is normalized so that the unit cube with respect to the inner product associated
with

〈J(w), w〉 = 4 tr(wwt)

has volume 1. Hence our normalization of the Lebesgue measure W is such that dw =
4ll

′

dx1,1 dy1,1 · · · dxl,l′ dyl,l′ if w = (wj,k) with wj,k = xj,k + iyj,k for every 1 ≤ j ≤ l,
1 ≤ k ≤ l′.

Lemma 12. The constant in (55) is CW = 2l(l
′+1/2) .

With respect to the fixed Lebesgue measures on W and h, the Weyl–Harish-Chandra
integration formula on W, (54) becomes

∫

W

φ(w) dw =
C(h1)CW

vol(Sh1)l!

∫

(R+)l

∏

1≤j<k≤l

(yj − yk)2
l∏

j=1

yl
′−l
j

(∫

S

φ(s.w) ds
)
dy1 . . . dyl

(φ ∈ S(W)) . (122)

Proof. We determine the constant CW by evaluating both sides of (54) at φ(w) = e− tr(wwt).
Then ∫

W

φ(w) dw = (4π)ll
′

.

For the right-hand side, observe that, by G×G′-invariance,∫

G×G′

φ(s.w) ds = vol(G) vol(G′)φ(w) .

By (15), (25), (24), (21) and (23),
∫

τ(h+
1
)

|πs0/h21(w
2)|
∫

G×G′

φ(s.w) ds dτ(w)

= C(h1)CW vol(G) vol(G′)

∫

y1>···>yl>0

∏

1≤j<k≤l

(yj − yk)2
( l∏

j=1

yl
′−l
j

)
e−y1−···−yl dy1 · · · dyl

=
C(h1)CW vol(G) vol(G′)

l!

∫

(R+)l

∏

1≤j<k≤l

(yj − yk)2
( l∏

j=1

yl
′−l
j

)
e−y1−···−yl dy1 · · · dyl .

(123)

Recall that ∫ ∞

0

yαe−y dy = α! .

Since
∏

1≤j<k≤l

(yj − yk)2 =
(∑

s∈Σl

sgn(s) y
s(1)−1
1 · · · ys(l)−1

l

)2

=
∑

s,t∈Σl

sgn(st) y
s(1)+t(1)−2
1 · · · ys(l)+t(l)−2

d′ ,
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the integral in (123) is equal to

∑

s,t∈Σl

sgn(st)

∫

(R+)l
y
s(1)+t(1)+l′−l−2
1 · · · ys(l)+t(l)+l′−l−2

l e−y1−···−yl dy1 · · · dyl

=
∑

s,t∈Σl

sgn(st)
(
s(1) + t(1) + l′ − l − 2

)
! · · ·

(
s(l) + t(l) + l′ − l − 2

)
!

= |Σl|
∑

s∈Σl

sgn(s)
l∏

j=1

(
s(j) + j + l′ − l − 2

)
!

= l! det
[(
k + j + l′ − l − 2

)
!
]l
j,k=1

. (124)

Applying Lemma D.7, we obtain

det
[(
k + j + l′ − l − 2

)
!
]l
j,k=1

=
( l−1∏

k=0

(k + l′ − l))!
)
D(3 + (l′ − l − 2), l) =

( l−1∏

k=l′−l

k!
)( l−1∏

k=1

k!
)
,

The lemma now follows from (47) and (52). �

Lemma 13. Let G = Ul and let B be the symmetric G-invariant real bilinear form on g

defined in (9). Then

πg/h(x)πg/h(x
′)

∫

G

eiB(g.x,x′) dg = Cz

∑

s∈W (G,h)

sgng/h(s)e
iB(x,sx′) (x, x′ ∈ h),

where Cz = i−l(l−1)/2(2π)l.

Proof. Harish-Chandra’s formula for the Fourier transform of a regular semisimple orbit,
[Har57, Theorem 2, page 104] computes

πg/h(x)πg/h(x
′)

∫

G

eBg(g.x,x′) dg (x, x′ ∈ h)

when Bg is the Killing form of gC and the Haar measure is normalized so that vol(G) = 1.
Both sides of that formula are analytic functions of x, x′ and hence one can replace x′

with ix′. Taking into account our normalizations, we find the constant sought for as

Cz = i−l(l−1)/2(2π)−l(l−1)/2 vol(G)
∂(πg/h)(πg/h)

|W (G, h)| .
�

Given φ ∈ S(W), we define φG ∈ S(W)G by

φG(w) =
1

vol(G)

∫

G

φ(g.w) dg . (125)
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The following lemmas trace down the multiplicative constants which occur in the formulas
from [MPP23] according to the normalizations of the present paper. Recall from [MPP23,

Lemma 10] that for µ =
∑l

j=1 µjej ∈ ih∗,

ξ−µ(ĉ−(x)) =
l∏

j=1

(1 + ixj)
µj (1− ixj)−µj (x ∈ h) .

Lemma 14. Let µ be the Harish-Chandra parameter of Π. Then for any φ ∈ S(W)
∫

G

Θ̌Π(g̃)T (g̃) dg = C1

∫

h

ξ−µ(ĉ−(x)) ch
l′−l−1(x)πg/h(x)

( ∫

W

χx(w)φ
G(w) dw

)
dx ,

where

C1 = ill
′

2
l(l+1)

2
−ll′ vol(G)

vol(H)
= ill

′ 2l(l−l′)π
l(l−1)

2

∏l−1
j=1 j!

.

Proof. This is [MPP23, Corollary 13]. So we only need to determine C1. Because of
Lemma 1, with our normalization of the measures, [MPP23, Lemma 11] reads as follows:
for any φ ∈ S(W),
∫

G

Θ̌Π(g̃)T (g̃)(φ) dg

= χ̌Π(c̃(0))
vol(G)

vol(H)

∫

h

ξ−µ(ĉ−(x)) · κ(x) · πg/h(x)
( ∫

W

χx(w)φ
G(w) dw

)
dx,

where

κ(x) =
πg/h(x)

∆(ĉ−(x))
Θ(c̃(x)) jg(x) (x ∈ h) .

According to [MPP23, Lemma 17], there is a constant C, which depends, only on the
dual pair (G,G′) such that

κ(x) = C chl′−l−1(x) (x ∈ h) .

The constant C can be computed as in the proof of the lemma just quoted. Indeed, jg is
as in Lemma 1,

Θ(c̃(x)) =

(
i

2

) 1
2
dimW

chl′(x) (x ∈ h) .

and, by [Prz91, Lemma 5.7],

πg/h(x) = 2−l(l−1)/2∆(ĉ−(x)) ch
l−1(x) (x ∈ h) .

Thus C = ill
′

2
l(l+1)

2
−ll′ , and the expression for C1 follows. �

The inner integral on the right-hand side of the equality in Lemma 14 additionally
contributes to the constant we are looking for. Recall the Harish-Chandra regular almost
semisimple orbital integral F (y), y ∈ h, defined in (56), and the notation Fφ(y) for
F (y)(φ).
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Lemma 15. Keep the above notation. Then

πg/h(x)

∫

W

χx(w)φ
G(w) dw = C2

∫

h∩τ(W)

eiB(x,y)Fφ(y) dy .

where

C2 = CzCW
i− dim(g/h)

vol(G)
= (−1)l(l−1)/2 (2π)

l2l(l
′+1/2)

vol(G)
. (126)

Proof. This is [MPP23, Lemma 20], and we only need to determine C2. By the Weyl–
Harish-Chandra integration formula on W, see (54) and (55),∫

W

χx(w)φ
G(w) dw = C(h1)

∫

τ(h+
1
)

πg/h(τ(w))πg′/z′(τ(w))µO(w),h1
(χxφ

G) dτ(w)

= C(h1)CW

∫

τ(h+
1
)

πg/h(y)πg′/z′(y)µO(w),h1
(χxφ

G) dy . (127)

Recall that we consider h as embedded in h′ according to (17). The centralizer of h in
G′ is Z′ = H × Ul′−l, whereas Sh1 = ∆(H) × Ul′−l. Endow S/(H × Z′) with the quotient
measure, which agrees with the product measure of the quotient measures of G/H and
G′/Z′. Then, for every φ ∈ S(W) and w ∈ h1,∫

S/S
h
1

φ(s.w) d(sSh1)

=
1

vol(Sh1)

∫

S

φ(s.w) ds

=
1

vol(Sh1)

∫

S/(H×Z′)

(∫

H×Z′

φ
(
s(h, z′).w

)
d(h, z′)

)
d(s(H× Z′))

=
1

vol(Sh1)

∫

G/H×G′/Z′

(∫

H×H×Ul′−l

φ
(
(gh1, g

′(h2, u)).w
)
dh1 dh2 du

)
d(gH)d(g′Z′) .

(128)

We apply (128) to φ = χxφ
G.

Set y = τ(w). Then for s = (g, g′), where g ∈ G and g′ ∈ G′,

χx(s.w) = ei
π
2
〈x(s.w),s.w〉 = eiB(x,τ(s.w)) = eiB(x,g.τ(w)) = eiB(x,g.y) (129)

is independent of g′. If h1 ∈ H and w ∈ h1, then h1.w = h1w = w(h1, 1) = (h1, 1)
−1.w

with (h1, 1)
−1 ∈ G′. Since G and G′ commute,

χx((gh1, g
′(h2, u)).w) = χx(g.w) = eiB(x,g.y) .

Similarly,
φG(s.w) = φG(g′.w) (130)

is independent of g. If (h2, u) ∈ H × Z′ and w ∈ h1, then (h2, u).w = (h2, 1).w =
w(h2, 1)

−1 = h−1
2 w = h−1

2 .w, with h2 ∈ H ⊆ G. Hence

φG((gh1, g
′(h2, u)).w) = φG(g′.w) .
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Thus (128) becomes
∫

S/S
h
1

(χxφ
G)(s.w) d(sSh1) =

vol(H) vol(Z′)

vol(Sh1)

∫

G/H

eiB(x,g.y)d(gH)

∫

G′/Z′

φG(g′.w) d(g′Z′)

= 2−l/2

∫

G

eiB(x,g.y)dg

∫

G′/Z′

φG(g′.w) d(g′Z′) , (131)

because vol(H)
vol(∆(H))

= 2−l/2. In particular, for x = 0, the equation (131) gives

∫

S/S
h
1

(φG)(s.w) d(sSh1) = 2−l/2 vol(G)

∫

G′/Z′

φG(g′.w) d(g′Z′) . (132)

Since the measure d(sSh1) is G-invariant, the integral on the left-hand side of (132) does
not change if we replace φG with φ. Hence, setting y = τ(w) = τ ′(w), we obtain

C(h1)2
−l/2πg′/z′(y)

∫

G′/Z′

φG(g′.w) d(g′Z′) =
i− dim(g/h)

vol(G)
Fφ(y) . (133)

Hence, using (127), (131), (133) and Lemma 133, we obtain

πg/h(x)

∫

W

χx(w)φ
G(w) dw

= 2−l/2C(h1)CW

∫

τ(h+
1
)

πg/h(y)πg/h(x)
( ∫

G

eiB(x,g.y) dg
)
πg′/z′(y)

∫

G′/Z′

φG(g′.w) d(g′Z′) dy

= CzCW
i− dim(g/h)

vol(G)

∑

t∈W (G,h)

sgng/h(t)

∫

τ(h+
1
)

eiB(x,t.y)Fφ(y) dy

= CzCW
i− dim(g/h)

vol(G)

∑

t∈W (G,h)

sgng/h(t)

∫

τ(h+
1
)

eiB(x,y)Fφ(t.y) dy

= CzCW
i− dim(g/h)

vol(G)

∫

W (G,h)τ(h+
1
))

eiB(x,y)Fφ(y) dy

= C2

∫

h∩τ(W)

eiB(x,y)Fφ(y) dy ,

where C2 is as in (126). �

We can finally prove our main theorem.

Theorem 16. Suppose that Π⊗Π′ occurs in the restriction of ω to G̃G̃′; see Corollary 8.
Then

T(Θ̌Π)(0) = vol(G̃) · dimΠ′ . (134)

Thus Π⊗Π′ is contained in ω exactly once.
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Proof. By Lemmas 9 and 11, we have to show that, up to a constant of absolute value 1,

C•
2ll

′− l(l+1)
2 |W (G, h)|∏l

k=1 k!
= vol(G̃) = 2 vol(G). (135)

By the discussion on page 26, up to a constant of absolute value one, C• = 2(2π)lC−1
W C1C2,

where C1 and C2 are the constants appearing in Lemmas 14 and 15, respectively. Then
(135) follows. �

Appendix A. Some properties of the polynomials Pa,b

Recall from (62) that for a, b ∈ Z with b ≥ 1 and ξ ∈ R:

Pa,b,2(ξ) =
b−1∑

k=0

a(a + 1) . . . (a + k − 1)

k!(b− 1− k)! 2−a−kξb−1−k

=

b−1∑

k=0

(−1)k (−a)(−a− 1) . . . (−a− k + 1)

k!(b− 1− k)! 2−a−kξb−1−k

=
b−1∑

k=0

(−1)k (−a)!
(−a− k)!k!(b− 1− k)!2

−a−kξb−1−k . (A.1)

Lemma A.1. Suppose a, b, c ∈ Z are such that

b ≥ 1, a+ b+ c = 1 and c ≥ 0. (A.2)

Then

Pa,b,2(ξ)ξ
c = 2c

(b+ c− 1)!

(b− 1)!
Pa+c,b+c,2(ξ) (ξ ∈ R) . (A.3)

Proof. Since 1− a = b+ c ≥ 1, we see from (A.1) that for all ξ ∈ R

(−a)!
(b− 1)!

P1−b,1−a,2(ξ) =
(−a)!
(b− 1)!

−a∑

k=0

(−1)k (b− 1)!

(b− 1− k)!k!(−a− k)!2
b−1−kξ−a−k

=
(−a)!
(b− 1)!

b−1∑

k=0

(−1)k (b− 1)!

(b− 1− k)!k!(−a− k)!2
b−1−kξ−a−k

= ξ1−a−b2a+b−1
b−1∑

k=0

(−1)k (−a)!
(−a− k)!k!(b− 1− k)!2

−a−kξb−1−k

= ξ1−a−b2a+b−1Pa,b,2 ,

where the second equality holds because −a = b+ c− 1 ≥ b− 1 and

(b− 1)!

(b− 1− k)! = (b− 1)(b− 2) · · · (b− k) = 0 if k ≥ b .

�
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By combining Lemma A.1 with (63), we obtain the following corollary.

Corollary A.2. Suppose a, b, c ∈ Z are such that

a ≥ 1, a+ b+ c = 1 and c ≥ 0. (A.4)

Then

Pa,b,−2(ξ)(−ξ)c =
(a+ c− 1)!

(a− 1)!2c
Pa+c,b+c,−2(ξ). (A.5)

The following lemma is an immediate consequence of the definition of Pa,b,2.

Lemma A.3. Suppose a, b ∈ Z. Then the derivative of P ′
a,b,2 looks as follows:

P ′
a,b,2(ξ) = Pa,b−1,2(ξ) . (A.6)

If b ≥ 1 then

Pa,b,2(0) = 21−a−b a(a + 1) . . . (a + b− 2)

(b− 1)!
. (A.7)

If, moreover a ≤ 0 and a+ b ≤ 1, then

Pa,b,2(0) = (−1)b−1 21−a−b

( −a
−a− b+ 1

)
. (A.8)

Appendix B. The Haar measure on G via the Cayley transform

Let G ∈ {On,Un, Spn} be the isometry group of the standard hermitian form on V = Dn,
where D = R,C or H, respectively, and let g denote the Lie algebra of G. Recall that the
Cayley transform

c : g ∋ x→ c(x) = (x+ 1)(x− 1)−1 ∈ G

is a bijection satisfying c(c(x)) = x. Moreover, c(−x) = c(x)−1. Set

r =





n− 1 if G = On

n if G = Un

n+ 1/2 if G = Spn

(B.9)

and recall from (48) the map ch. Fix a G-invariant inner product on g and let dx be the
Lebesgue measure on g normalized so that the volume of any unit cube is one.

Lemma B.4. The formula∫

G

f(g) dµG(g) =

∫

g

f(c(x)) ch−2r(x) dx (f ∈ Cc(G))

defines a Haar measure µG on G.

Proof. Since G is unimodular, it suffices to prove that µG is invariant under right trans-
lations by elements of G. Fix f ∈ Cc(G) and y ∈ g. Then

∫

G

f(gc(−y)) dµG(g) =

∫

g

f(c(z)c(−y)) ch−2r(z) dz .



34 M. MCKEE, A PASQUALE AND T. PRZEBINDA

Set c(x) = c(z)c(−y). Then c(z) = c(x)c(y). Hence z = c
(
c(x)c(y)

)
and the above

integral is equal to ∫

g

f(c(x)) ch−2r
(
c(c(x)c(y))

)
jy(x) dx ,

where jy(x) is the jacobian of the map

g ∋ x→ c
(
c(x)c(y)

)
∈ g .

A direct computation (see [How88, (10.2.3)]) shows that

c
(
c(x)c(y)

)
= (y − 1)(x+ y)−1(x− 1) + 1 . (B.10)

Hence, for ∆ ∈ g,

c
(
c(x+∆)c(y)

)
− c
(
c(x)c(y)

)

= (y − 1)(x+∆+ y)−1(x+∆− 1)− (y − 1)(x+ y)−1(x− 1)

= (y − 1)[(x+∆+ y)−1(x+∆− 1)− (x+ y)−1(x− 1)] .

Furthermore,

(x+∆+ y)−1(x+∆− 1)− (x+ y)−1(x− 1)

= (x+∆+ y)−1[x+∆− 1− (x+∆+ y)(x+ y)−1(x− 1)]

= (x+∆+ y)−1∆(x+ y)−1(y + 1) .

The linear part of it is the map

g ∋ ∆→ (y − 1)(x+ y)−1∆(x+ y)−1(y + 1) ∈ g .

The argument in [MPP23, Appendix A] shows that the determinant of this map is equal
to

jy(x) =
∣∣det

(
(y − 1)(x+ y)−1

)∣∣r .
Now, by (B.10),

ch−2r
(
c(c(x)c(y))

)
jy(x)

=
∣∣det

(
1− c(c(x)c(y)

)∣∣−r∣∣det
(
(y − 1)(x+ y)−1

)∣∣r

=
∣∣det

(
(y − 1)(x+ y)−1(x− 1)

)∣∣−r∣∣ det
(
(y − 1)(x+ y)−1

)∣∣r

= | det(x− 1)|−r = ch(x)−2r ,

and the result follows. �

Appendix C. The dimension of Π′

For 1 ≤ j ≤ j′, let e′j be the basis elements of ih′∗ defined in (18), and consider the
standard inner product 〈·, ·〉 on ih′∗ defined by 〈e′j, e′k〉 = δj,k, where δj,k is equal to 1 if
j = k and 0 otherwise.
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Lemma C.5. Let Π′ be a genuine irreducible representation of G̃′ = Ũl′ whose Harish-
Chandra parameter µ′ satisfies the conditions (81) and (82). Then

dimΠ′ =
1∏l

j=1(l
′ − j)!

l′∏

j=l′−l+1

(δ − µ′
j − 1)!

(−µ′
j − δ)!

∏

l′−l+1≤j<k≤l′

(µ′
j − µ′

k) , (C.11)

where δ is an in (66).

Proof. Recall that, in our conventions, µ′ is regular and dominant provided (19) holds
and that the positive roots of (g′

C
, h′

C
) are the form α′

k,j = e′j − e′k, where 1 ≤ j < k ≤ l′.
Hence Weyl’s dimension formula becomes

dimΠ′ =
∏

1≤j<k≤l′

〈µ′, α′
k,j〉

〈ρ′, α′
k,j〉

=
∏

1≤j<k≤l′

µ′
j − µ′

k

ρ′j − ρ′k
=

∏

1≤j<k≤l′

µ′
j − µ′

k

−j + k
, (C.12)

where ρ′ =
∑l′

j=1 ρ
′
je

′
j is the ρ-function of Ul′ . Decompose {(j, k); 1 ≤ j < k ≤ l′} as

I1 ∪ I2 ∪ I3, where
I1 = {(j, k); 1 ≤ j < k ≤ l′ − l},
I2 = {(j, k); l′ − l + 1 ≤ j < k ≤ l′},
I3 = {(j, k); 1 ≤ j ≤ l′ − l, l′ − l + 1 ≤ j < k ≤ l′}.

By (82), (83) and (81),

µ′
j = δ − j (1 ≤ j ≤ l′ − l)

−µ′
k = δ + nk, where nk ∈ Z≥0 (l′ − l + 1 ≤ k ≤ l′) .

Hence, if (j, k) ∈ I1, then µ′
j − µ′

k = −j + k. On the other hand, if (j, k) ∈ I3, then
µ′
j − µ′

k = 2δ − j + nk. Hence

∏

(j,k)∈I3

(µ′
j−µ′

k) =
l′∏

k=l′−l+1

2δ−1∏

j=1

(2δ−j+nk) =
l′∏

k=l′−l+1

(2δ + nk − 1)!

nk!
=

l′∏

k=l′−l+1

(δ − µ′
k − 1)!

(−µ′
k − δ)!

.

Observe now that
∏k−1

j=1(−j + k) = (k − 1)!. Hence

∏

(j,k)∈I1∪I3

(−j + k) =
l′∏

k=l′−l+1

(k − 1)! =
l∏

j=1

(l′ − j)! .

�

Appendix D. Some generalizations of Vandermonde’s determinant

Recall that we denote by Σm the group of permutations of {1, 2, . . . , m}.
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Lemma D.6. Let zj ∈ C for 1 ≤ j ≤ m. Then, with the convention that empty products
are equal to 1,

∑

s∈Σm

sgn(s)

m∏

j=1

s(j)−1∏

k=1

(zj − k) =
∏

1≤j<k≤m

(zj − zk) . (D.13)

Proof. The left-hand side is a Vandermonde determinant. Indeed

∑

s∈Σm

sgn(s)
m∏

j=1

s(j)−1∏

k=1

(zj − k)

= det




1 (z1 − 1) (z1 − 1)(z1 − 2) . . . (z1 − 1)(z1 − 2) . . . (z1 −m+ 1)
1 (z2 − 1) (z2 − 1)(z2 − 2) . . . (z2 − 1)(z2 − 2) . . . (z2 −m+ 1)
...

...
...

. . .
...

1 (zm − 1) (zm − 1)(zm − 2) . . . (zm − 1)(zm − 2) . . . (zm −m+ 1)




= det




1 z1 z21 . . . zm−1
1

1 z2 z22 . . . zm−1
2

...
...

...
. . .

...
1 zm z2m . . . zm−1

m


 .

This proves the result. �

Lemma D.7. Let n ∈ Z with n ≥ 2 and let a ∈ C. Set

D(a, n) = det




1 a a(a+ 1) . . . a(a+ 1) · · · (a+ n− 2)
1 a+ 1 (a+ 1)(a+ 2) . . . (a+ 1)(a + 2) · · · (a+ n− 1)
...

...
...

. . .
...

1 a+ n− 1 (a+ n− 1)(a + n) . . . (a+ n− 1)(a+ n) · · · (a+ 2n− 3)


 .

Then D(a, n) =
∏n−1

k=1 k! . In particular, D(a, n) is independent of a.

Proof. For 2 ≤ j ≤ n we replace the j-th row by the difference between the j-th and the
(j − 1)-th row. We obtain:

D(a, n) = det




1 a a(a+ 1) . . . a(a + 1) · · · (a+ n− 2)
0 1 2(a+ 1) . . . (n− 1)(a+ 1) · · · (a+ n− 2)
...

...
...

. . .
...

0 1 2(a+ n− 1) . . . (n− 1)(a+ n− 1) · · · (a+ 2n− 4)




= det



1 2(a+ 1) . . . (n− 1)(a+ 1) · · · (a + n− 2)
...

...
. . .

...
1 2(a+ n− 1) . . . (n− 1)(a+ n− 1) · · · (a+ 2n− 4)




= (n− 1)! det



1 (a+ 1) . . . (a+ 1) · · · (a + n− 2)
...

...
. . .

...
1 (a+ n− 1) . . . (a + n− 1) · · · (a+ 2n− 4)
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= (n− 1)!D(a+ 1, n− 1) .

Iterating, we conclude

D(n, a) = (n− 1)!D(a+ 1, n− 1) = · · · = (n− 1)! · · ·2!D(a+ n− 2, 2) =

n−1∏

k=1

k!

because

D(a+ n− 2, 2) = det

[
1 a + n− 2
1 a + n− 1

]
= 1 .

�
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