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ABSTRACT

The use of Hirschman transforms for video coding has not been con-
sidered previously, primarily due to the lack of any previous con-
struction of a real-valued Hirschman transform. In this paper, we in-
troduce a new 2D separable 8×8 Hirschman transform that, for the
first time, is inherently real and integer-valued. We apply this new
transform to perform block-based video coding. Our preliminary
results on the well-known Foreman sequence show significantly su-
perior coefficient quantization performance relative to both the 2D
DCT and the H.264 8×8 integer transform. We also study the en-
ergy compaction characteristics of the new transform. Preliminary
results indicate that, in contrast to the DCT, the Hirschman transform
coefficients tend to cluster around a few integer values on average,
suggesting that m-ary run-length coding may provide a particularly
efficient encoding after quantization of the Hirschman transform co-
efficients.

Index Terms— video compression, quantization, DCT, Hirschman
transform, H.264

1. INTRODUCTION

The discrete cosine transform (DCT) and integer approximations
thereto have reigned as the block transforms of choice for ubiquitous
video coding standards ranging from H.261 to H.265/HEVC and be-
yond [1–7]. These coding methods generally achieve compression
through a sequence of three main algorithmic steps, including:

1. inter or intra prediction of pixel values (lossless entropy re-
duction),

2. application of a block-based transform followed by quantiza-
tion of the transform coefficients (lossy bit rate reduction),
and

3. run-length and entropy coding of the quantized transform co-
efficients (lossless bit rate reduction).

The arguments supporting use of the DCT for the block transform
step derive chiefly from [8]. Specifically, the DCT tends to achieve
decorrelation or “energy compaction” by concentrating most of the
energy that is present in a block of pixels into a few (typically low
frequency) transform coefficients. Reordering the quantized trans-
form coefficients into a 1D array using, e.g., the well-known “zig-
zag ordering” [2, p. 55] then tends to produce a sparse string of
nonzero quantized transform coefficients interspersed with runs of
zero values that can be efficiently run-length coded.

The use of multiple transforms in a competition scheme has also
been investigated recently; see [9] and the references therein for a
good overview. However, 2D Hirschman transforms have been con-
sidered previously for image analysis and enhancement only in [10–
12], all of which used complex-valued Hirschman transforms and,

to the best of our knowledge, Hirschman transform video coding has
not been previously considered.

In this paper, we introduce a new 2D separable 8×8 discrete
Hirschman transform that, for the first time, is inherently real. More-
over, for integer-valued input signals such as typical consumer video,
the new transform is also inherently integer-valued. These two prop-
erties lead to several desirable characteristics including extremely ef-
ficient computation and excellent quantization performance. While
limited in scope, our preliminary experiments on the luminance com-
ponent of the well-known Foreman video test sequence demonstrate
significantly superior PSNR performance relative to the 8×8 DCT
and the H.264 8×8 approximate DCT integer transform [2, 13].

2. HIRSCHMAN TRANSFORMS

Consider the ringA = Z/NZ with addition and multiplication mod-
ulo N . Let x ∈ `2(A) so that x : [0, N − 1] → C. The discrete
Fourier transform (DFT) of x is given by

(Fx)[k] = 1√
N

N−1∑
n=0

x[n]Wnk
N , (1)

where WN = exp(−j2π/N) and j denotes the imaginary unit. Let
u ∈ `2(A) such that ||u||`2 = 1. As in [14–17], we quantify the
uncertainty or localization of u by the entropy

H(u) = −
N−1∑
n=0

|u[n]|2 ln
(
|u[n]|2

)
(2)

and the joint time-frequency localization of u by

Hp(u) = pH(u) + (1− p)H(Fu). (3)

Orthogonal transforms constructed using a basis for `2(A) wherein
each basis signal u admits optimal joint localization in the sense of
minimizing Hp(u) ∀ 0 ≤ p ≤ 1 are called Hirschman optimal
transforms (HOT’s). Techniques for constructing HOT bases with
N a perfect square were demonstrated in [16, 17], but are unknown
for general N .

Techniques for constructing bases that minimize Hp(u) for in-
dividual p 6= 1

2
are also unknown. However, orthonormal bases that

minimize H 1
2
(u) may be constructed as in [11, 16, 17]. Transforms

on `2(A) that utilize such bases are called Hirschman transforms.

3. REAL 8×8 BLOCK HIRSCHMAN TRANSFORM

Let B be an additive subgroup of A and let IB(n) be the in-
dicator function of B. Then an orthonormal basis for `2(A)
wherein every basis signal minimizes H 1

2
may be generated by

applying compositions of the following operators to the signal
v(n) = IB(n)/||IB ||`2 [16, 17]:
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1. translation modulo N : TDv[n] = v[(n−D) mod N ],

2. modulation: Mav[n] =W−an
N v[n].

Upon choosing N = 8, B = {0, 4} and a = 1, we obtain

v[n] =
1√
2
[1 0 0 0 1 0 0 0]T (4)

and the basis signals are given by the rows (equivalently, the
columns) of the involutary matrix

B =
1√
2



1 0 0 0 1 0 0 0
0 1 0 0 0 1 0 0
0 0 1 0 0 0 1 0
0 0 0 1 0 0 0 1
1 0 0 0 −1 0 0 0
0 1 0 0 0 −1 0 0
0 0 1 0 0 0 −1 0
0 0 0 1 0 0 0 −1


. (5)

This defines a 1D Hirschman transform on `2(Z/8Z) given by

y = Bx, (6)
x = B−1y = By. (7)

For 8×8 image blocks X, a separable 2D Hirschman transform
may then be formulated according to

Y = BXBT = BXB, (8)

X = B−1Y
(
BT
)−1

= BYB. (9)

Now let B2 =
√
2B. We define a second separable 8×8 Hirschman

transformH2 according to

Y = H2X = B2XB2, (10)
X = H−1

2 Y = (B2YB2) /4. (11)

When the image block X is real and integer-valued, as is typical in
practical video applications, thisH2 transform admits several highly
desirable numerical properties including:

• the H2 transform coefficients Y in (10) are also real and
integer-valued;

• computation of the forward transform (10) requires additions
only;

• computation of the inverse transform (11) requires only addi-
tions and bit shift operations.

When the pixels of the image block X are in the range 0 ≤
xi,j ≤ 255, which is typical, the H2 transform coefficients Y are
in the range −510 ≤ yi,j ≤ 1,020. If the H2 transform is in-
stead applied to a block of intra or inter prediction residuals (as in,
e.g., H.264 and HEVC), we obtain −1,020 ≤ yi,j ≤ 1,020. In ei-
ther case (application to an image block or to a block of prediction
residuals), the H2 transform provides perfect inversion at a signed
integer precision of only 11 bits for the transform coefficients. For
video coding, this provides a significant advantage relative to both
the 2D DCT and the H.264 8×8 integer transform process [2, 3, 13].
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Fig. 1. PSNR as a function of Nbits, the number of bits used for
representation of each signed integer transform coefficient. For the
H2 transform, MSE=0 and PSNR=∞ for Nbits ≥ 11. For the 8×8
H.264 transform, MSE=0 and PSNR=∞ for Nbits ≥ 14.

4. QUANTIZATION PERFORMANCE EXAMPLES

We illustrate the coefficient quantization performance of the new
8×8 Hirschman transform H2 developed in Section 3 by running
experiments on the luminance component of the well-known Fore-
man video test sequence at CIF resolution. The number of frames is
300. Motion estimation (ME) and motion compensation (MC) were
performed from the previous frame at a block size of 8×8 using a
search range of ±3 × 3 pixels at a resolution of one pixel to com-
pute 8×8 inter-prediction residual blocks for frames 2 through 300.
Note that, for these preliminary experiments, MC and ME were per-
formed using the original pixel values from the preceding frame, not
the decoded values. Thus, frame-to-frame decoding errors were not
considered in these experiments.

We applied the H2 transform to the residual blocks. For com-
parison, we also applied the 2D DCT (using the Matlab dct2 im-
plementation) and the H.264 8×8 integer transform process (imple-
mented as described in [2, Ch. 7]).

Fig. 1 shows PSNR averaged over all blocks of all frames as a
function ofNbits, the number of bits used to represent each transform
coefficient, for all three transforms considered. After floating point
transformation, all 64 coefficients were truncated to a binary repre-
sentation of 16 ≥ Nbits ≥ 2 bits with bit used for sign and Nbits − 1
bits used for magnitude. The new H2 transform developed in Sec-
tion 3 delivers a PSNR advantage relative to the other two transforms
for Nbits ≥ 5 and produces MSE=0/PSNR=∞ for Nbits ≥ 11.

With regards to the H.264 integer transform, it should be noted
that this experiment involves a range of equivalent QP values that
is much larger than the range actually allowed by the H.264 stan-
dard [13]. QP can be back-calculated from the quantization step size
Qstep as described in [2, Sec. 7.2.3.5]. For pixel values in the range
[0, 255] the residuals are in the range [−255, 255]. As a base case we
consider QP = 4 (which gives Qstep = 1) and the H.264 8×8 integer
transform coefficients are in the range [−2,040, 2,040], thus requir-
ing anNbits = 12-bit binary representation. ForNbits = 11, we obtain
Qstep = 2 and QP = 10; for Nbits = 10, we have Qstep = 4 and QP =
16, etc.

Fig. 2 shows PSNR averaged over all blocks of all frames as
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Fig. 2. PSNR as a function of quantization parameter QP for QP ∈
[0, 51]. DCT and H.264 are almost visually indistinguishable at this
scale. ForH2, PSNR=∞ when QP ≤ 10.

a function of the quantization parameter QP. Calculations were per-
formed as in [2, Sec. 7.2.3.9], which is quite different from the calcu-
lations that led to Fig. 1. In particular, for H2 and DCT the forward
transforms were computed, divided by Qstep using floating point
arithmetic, and then rounded. The rounded coefficients were then
multiplied by Qstep and inverted using floating point arithmetic. Fi-
nally, the inverted pixel values were rounded to the nearest integer.
All of these calculations were performed at full floating point preci-
sion without regard to the number of bits required. Also note: since
the H.264 8×8 integer transform and the 2D DCT both range from
−2,040 to 2,040 at Qstep = 1 (QP = 4), whereas the H2 transform
only ranges from −1,020 to 1,020, the H2 forward transform was
scaled by 2 and the H−1

2 reverse transform was scaled by 1/2 for a
fair comparison of PSNR with regards to quantization by QP.1

As we pointed out in Section 1, the 8×8 DCT coefficients tend
to decay towards zero rather rapidly. This is shown in Fig. 3 for the
Foreman sequence luminance component residuals, where the aver-
age magnitudes of the 64 DCT coefficients (averaged over all blocks
of all frames) are shown in zig-zag order [2, 13]. This supports the
idea that sufficient quantization of the DCT coefficients (or H.264
integer transform coefficients) should tend to produce a sparse string
of nonzero quantized coefficients interspersed with relatively long
runs of zero values that may be efficiently run-length coded.

By contrast, theH2 transform coefficients do not decay towards
zero, as also shown in Fig. 3. This occurs because the Hirschman
transform basis functions minimize the joint uncertainty measure
H 1

2
which weights localization in the space and frequency domains

equally, whereas the space and frequency domain localization of the
DCT basis functions are decidedly unequal. However, Fig. 3 also
shows that, on average at least, theH2 transform coefficients tend to
cluster around just a few integer values. This strongly suggests that
the quantizedH2 transform coefficients of individual residual blocks
may be amenable to extremely efficient m-ary run-length encoding
– perhaps even more efficient than the zero-value run-length coding
applied to the quantized DCT coefficients by existing video coding

1As a fine point, also note that, for the graph of Fig. 2 at QP=16, rounding
the H2 transform coefficients produces a larger MSE than at QP=17,18,19.
For this reason, the graph at QP=16 (and only at QP=16) shows the PSNR
obtained by truncation of the H2 coefficients rather than rounding.
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Fig. 3. Magnitudes of 64 transform coefficients, averaged over all
blocks and frames, displayed in zig-zag order. DCT shows decay as
expected. H2 shows clustering around a few integer attractors.

standards. While this is an idea that certainly deserves to be fully
developed and evaluated, doing so is beyond the scope of this short,
preliminary paper.

Finally, to translate the results shown in Figs. 1-3 into a more
concrete notion of visual image quality, Fig. 4 shows actual decoded
luminance component video frames from the experiment of Fig. 2
for the H2 and H.264 8×8 integer transforms. These results are
for frame 181, which is the frame that produced the largest MSE
in the experiment of Fig. 2. As was typical for most frames of this
sequence, the decoding errors are virtually invisible for low to mod-
erate QP values (indeed, for some frames the errors were hard to see
even at QP = 51 – recall that the block transform and quantization
processes were applied only to the inter-prediction residuals and that
these residuals were free of frame-to-frame decoding error propa-
gation in these experiments). However, as shown in the rightmost
column of Fig. 4 for frame 181 among others the visual differences
between theH2 and H.264 transforms at QP = 51 are quite dramatic.

5. DISCUSSION

We introduced a new 2D Hirschman block transform that is inher-
ently both real and integer-valued. The new transform admits many
desirable numerical properties that facilitate fast computation and
perfect inversion at a coefficient bit depth of 11. We demonstrated
superior quantization performance in terms of PSNR relative to the
DCT and the H.264 8×8 integer transform. Important remaining
future work includes determining how the results of Fig. 3 can be
leveraged into efficient m-ary run-length coding, showing the per-
formance gain when the new transform is fully integrated into the
test models of existing video coding standards, and formulating re-
lated separable and nonseparable Hirschman transforms for a variety
of different block sizes.
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